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Foreword

Regional idiosyncrasies of international businessracognized in both Central
and Eastern Europe (CEE) and South-East Europe)($&intries. There is
a theoretical and empirical gap in the literatln@yever, which is bridged by this
thematic volume. It is important that the possii@$i, which are created for busi-
nesses in the region of CEE and SEE, became ftiligedl.

This volume presents current research findings fdifferent parts of Europe
making a valuable polyphonic contribution to theze of both regional business
and international business nexus. It contains J#nsagrouped in two parts. The
first one is dedicated to general issues such simdms environment and entrepre-
neurial challenges, while the second part discugsesific industries and trends.

This volume attempts to integrate general theodyempirics of specific in-
dustries and trends. The theory of business envieorht and entrepreneurial chal-
lenges focuses on economic determinates of entrepri@al orientation in interna-
tional business, while analysis of specific indestrand trends deals with the
dynamic evolution of comparative advantage anddbmesequences of interna-
tional trade. In the light of dual focus of thisidy, we believe that it will be of
interest both to business analysts and to intematieconomists concerned with
the evolution of trading patterns. Individual auth@nd the editors hope that
readers will appreciate the work assembled hergtzatdt will encourage further
interests in these issues within the scope of QEESEE.

Krzysztof Wach
Blazenka t(neiexii
Nika Simurina

Krakoéw — Zagreb, March 2017
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Theorizing on entrepreneurial orientation
in international business: A synthetic review

Vijay Narayanan

Cracow University of Economics
Faculty of Economics and International Relations
Doctoral Studies Programme in Economics, FinandeManagement
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e-mail: prvijayan@gmail.com

Abstract:

Both, entrepreneurship and international business have been topiosrestifior academicians,
businessmen and policy-makers around the world. Now it is obvious thepremeurs also do
business internationally. International entrepreneurship isistélw research domain within inter-
national business studies and current empirical investigations éocentrepreneurial orientation
while internationalizing. The main objective of the papepidiscuss the concept of the interna-
tional entrepreneurial orientation, by linking entrepreneurial @t and internationalisation of
the firm. The article is based on in-depth literatureaenand its critics.

Keywor ds: international entrepreneurship, entrepreneurial orientatiompatitenalization, inter-
national business
JEL codes: F23, L20

1. INTRODUCTION

The global business environment has changed dadigtio the last years. The
traditional markets were predominantly dominated lésger companies and
SMEs were more focussed on regional and domestikate This has changed
substantially because of the reduction in tradeié@, improvements in tech-
nology, logistics and communication. This has eadbdven for the smallest
players to participate in global competition (Naigkl995). One major change
coming out of these changes is the change in mamagteand competitive strat-
egies of both large and small firms (Wright & Dag803; Narayanan 2015b).
The main objective of the paper is to discuss theept of the international
entrepreneurial orientation, by linking entrepremeduorientation and interna-
tionalisation of the firm. The article is basedinrdepth literature review and its
critics. The article consists of three sectionse Tirst section discusses the roots



10 Vijay Narayanan

and basics of international entrepreneurship. Eeersd section includes theoret-
ical conceptualisation of entrepreneurial oriemiatiThe last section tries to link
entrepreneurial orientation and internationaligatio

2. BASICSOF INTERNATIONAL ENTREPRENEURSHIP

Both, entrepreneurship and international businags heen topics of interest for acad-
emicians, businessmen and policy-makers arounevtiel. Now it is obvious that
entrepreneurs also do business internationallly bSth topics (entrepreneurship and
international business) have not been so frequstitiied together. International busi-
ness has primarily been focused on studies of latgtinational companies (MNCs).
Entrepreneurship has had its focus on new venamdsSMEs (Narayanan, 2015a).
However in recent years this trend has seen andeantid both these topics of entrepre-
neurship and international business are studiesthieg (Oviatt & McDougall, 2000).
The roots of international entrepreneurship (IE) loa traced back to the 1994 article
written by Oviatt and McDougall which predominarftizused on small and medium
scale ventures and their path to internationatisatstudies done in the later years
moved away from the focus on small ventures ard to conceive IE from a general-
ized and broad range. This change in focus wasis€aviatt and McDougall's 1997
and 2000 studies which moved away from the focubesize of firm and age of the
firm. In 2003, the definition of IE changed agaiithwfocus being opportunity recog-
nition that brought IE more towards entrepreneprplaradigm (Keupp & Gassmann,
2009). Based on Oviatt and McDougall (2005), kiss., (2012) defined international
entrepreneurship as “the discovery, enactmentyatiah, and exploitation of oppor-
tunities across national borders to create futooelg and services”. They further define
international entrepreneurship as an amalgamatitwoobranches of studies namely
“behaviour of international entrepreneur actors elgirorganisations, groups or indi-
viduals and comparative analysis of entreprenquiisased on different national pa-
rameters” (Kiss, Danis & Cauvsg012). According to Youngt al., (2003), IE has
been to a great extent influenced by two reseaestsv (i) research based view which
considers key factors that contributes to enhapegrmance of firms and (ii) net-
work perspective that discusses about alliance dtiom in international activities
(Young & Dimitratos, 2003). Continued researchhia past two decades have helped
in developing IE on many perspectives like intaomatl business (IB), entrepreneur-
ship, strategic management, network and markefegi§, Akoorie & Sinha, 2012).
As per Oviatt & McDougall (2000) and McDougall-Co¥t al., (2014), IE is not only
an intersection of two business disciplines narmselynomics and management, but
also form non-business fields “as diverse as smgyoleconomic geography, political
science, development economics, and psychologyti\2015).

IE is primarily concerned with research in thedgbf international business,
entrepreneurship and strategic management (WrigRicks, 1994; Zahrat al.,
1999; Hitt & Ireland, 2000; Young & Dimitratos, 280 International entrepreneur-
ship as defined by McDougall-Covenal., 2014 is a cross functional study of en-
trepreneurship and international business. Zualt&IEciabini (2007) added one
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more perspective in the study by showing intermati@ntrepreneurship as a three
faced study of entrepreneurship, internationalrimss and strategic management.
Strategic entrepreneurship (Figure 1) is also eefim both strategic management
as well as entrepreneurship (Wach & Wehrmann, 2014)

e internalisation theory
e transaction costs theory
e economics-based factors

International
business

dynamic capabilities entrepreneurial orientation
discontinuous & chaos « INTERNATIONAL » International value creation
environmental changes ENTREPRENEURSHIP high-growth and hyper-growth

Strategic entrepreneurship
e evolutionary economics

Strategic - ) .
e organisational learning Entrepreneurshlp
management e network approach
e successful growth

resource-based view
assets and cababilities
business strategy approach
competitive advantage
decision-making process

entrepreneur as the economic agent
opportunity recognition
opportunity exploitation
entrepreneurial process

Figure 1. International entrepreneurship as the amalgamafidiree fields
Source: Wach (2014, p. 12) adapted from Zucchella & Sciali6i7(2p. 22).

In an attempt to provide an integrated and holistadel to IE, Peirigt al.,
(2012) developed a unified framework depictingeffects of industry, market and
competitive forces. Keupp and Gassmann in thedystu 2009 on IE, explain it as
a function of four branches of research namely:

1. Entrepreneurship,

2. Strategy,

3. International business,

4. Technology and innovation management.

They found that there existed gaps in knowledgethadretical understand-
ing within international entrepreneurship (Keuppg&ssmann, 2009) such as:

1. Differing viewpoints on what entrepreneurial compohsupported interna-
tionalisation.

2. Contradicting reasons why quick and rapid inteoratlisation is possible.

3.  Knowledge gaps because of primary focus being oESM
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4. Knowledge gaps because of the overlapping of iatenal business and en-
trepreneurship theory.

Based on prior research IE theory can be investibato three basic elements
such as (i) the entrepreneur, (ii) the externairtass environment and (iii) the en-
trepreneurial process (Covielbal., 2011; Wach, 2012; Wach, 2015).

3. THEORETICAL CONCEPTUALISATION
OF ENTREPRENEURIAL ORIENTATION

Entrepreneurship is defined as an act of a new.€efile new entry can be either an
entry to a new market or to an existing market \&itiew product or service. Entre-
preneurialorientation (EQ) is primarily identified as the pess, practices and deci-
sion making actions that had led to the developroérihe new entry (Lumpkin
& Dess, 1996). The roots of entrepreneurial ortgehat explain a firm'’s entrepre-
neurial and strategic intent can be traced battietearly works of Khandwalla (1977)
and Mintzberg (1979). The works of these scholahs hs to understand the difficul-
ties of the external environment in which a firntsaand the difficulties the strategy
makers face within the firm. Miller (1983) in hisidy defined an entrepreneurial firm
as “engages in product market innovation, undestakenewhat risky ventures”. He
was the first to coin the statement “pro-activeiamations, beating competitors to the
punch”. These definitions were the first in theedtron of providing a unified defini-
tion of EO (Etemad, 2015). Miller linked EO to $tgy making emphasizing that
firms that are entrepreneurial are more aggresasgte for more innovation and un-
dertake a certain amount of risk when they seebppities. Firms can be classified
as entrepreneurial and conservative based onBReiThis can be characterised by
how they make their decisions, their manageridbpbphy and their strategic behav-
iours that align with entrepreneurial thinking. Eepreneurial nature can be best de-
scribed by three attributes such as (i) innovatgsn (i) pro-activeness and (iii) risk
taking. Though research scholars debate on thaititafis and implementations of
EQ, it is generally seen that firms with higher egof EO outperform conservative
firms (Anderson, Kreiser, Kuratko, Hornsby & Eshjr@@15). The relevance of EO
is that it can be measured at firm level acrossstrgbs and cultures thus making com-
parative studies possible (Covin & Miller, 2014% such the term entrepreneurship
is a term that is ambiguous in nature and is nfatteted term. But in general and
broader sense the term entrepreneurship is unddratoentrepreneurial orientation.
This has helped us to use the concepts of entreymsnip theory in international busi-
ness. The literature identifies two schools of giduwhen we discuss firm level en-
trepreneurship namely (i) entrepreneurial orieotafEQO) and (i) corporate entrepre-
neurship (CE). Some authors identify EO as poteintientions and attitudes of the
firm and CE as the actual entrepreneurial actwitiene by the firm. Some authors
believe that these two constructs actually compfereach other (Wach, 2015).

EO explains how the firm acts strategically to ecllcompetitive advantage.
The difference between EO and other theories akpregneurship is that EO fo-
cuses on the firm level processes. The earlierritiedocused on individual level



Theorizing on entrepreneurial orientation in inggronal business: A synthetic... 13

variables (Rauch & Frese, 2009). Many authors hmogided their definition of
EO and have tried to provide a framework for it.9¢lof them have agreed on one
aspect at least that EO is to be treated as fivel [ghenomena (Wach, 2015).

EO being addressed as firm level phenomena hpsaittical implications as it
has been found to affect firm performance thus nwakivital for the firm’s success

(Vora, Vora & Polley, 2012). Table 1 shows a seéddist of definitions of EO.

Table 1. Selected past definitions of (or pertaining torepreneurial orientation

=

Authors Definition of EO
. “In the entrepreneurial mode, strategy-making is dominated bgdtiee searc
Mintzberg e o . :
for new opportunities” as well as “dramatic leaps forwardchim face of unce
(1973) -
tainty” (p. 45).
Khandwalla “The entrepreneurial [management] style is characterizdsbluy risky, aggres
(1976/1977) | sive decision-making” (p. 25).
Miller & Frie- |The entrepreneurial model applies to firms that innovate boldlly ragularly
sen (1982) while taking considerable risks in their product-market straggdp. 5).
“An entrepreneurial firm is one that engages in product-mémkewvation, under
Miller (1983) |takes somewhat risky ventures, and is first to come up ‘wibactive’ innova
tions, beating competitors to the punch” (p. 771).
Morris & Paul |“An entrepreneurial firm is one with decision-making norivegt €mphasize pro
(1987) active, innovative strategies that contain an elementldf (s 249).

Covin & Slevin
(1998)

“Entrepreneurial firms are those in which the top managave kntrepreneuria
management styles, as evidenced by the firms’ strategisiaiegiand operating
management philosophies. Non-entrepreneurial or conservativesfientsose in
which the top management style is

decidedly risk-averse, non-innovative, and passive or rea¢tivé18).

Merz & Sauber
(1995)

“. . . entrepreneurial orientation is defined as the firdégree of proactiveness
(aggressiveness) in its chosen product-market unit (PMU) amdllitsgness tg
innovate and create new offerings” (p. 554)

Lumpkin &
Dess (1996)

“EO refers to the processes, practices, and decisidmmactivities that lead t
new entry” as characterized by one, or more of thevatig dimensions: “a prd
pensity to act autonomously, a willingness to innovate and tskg-and a ter
dency to be aggressive toward competitors and proactive refatmarketplace
opportunities” (pp. 136-137)

[=]

o

Zahra & EO is “the sum total of a firm’s radical innovation, proactuategic action, an
Neubaum risk taking activities that are manifested in support of ptejeith uncertain ou
(1998) comes” (p. 124)
Voss, Voss, & |“...wedefine EO as a firm-level disposition to engage in bensyieflecting risk
Moorman taking, innovativeness, proactiveness, autonomy, and competitivesaygness]
(2005) that lead to change in the organization or marketplace” (p. 1134ided).
. “EO constitutes an organizational phenomenon that reflectsyagagal capabil

Avlonitis and |, S . Lo

ity by which firms embark on proactive and aggressive inigatio alter the com-
Salavou (2007 I . B

petitive scene to their advantage” (p. 567)
Cools & Van |, ial ori . O) ref h in rel
den Broeck Entrepreneurial orientation (I_E ) refers tc(;jt_ektopkmza’[wagémetrategy in relg
(2007/2008) tion to innovativeness, proactiveness, and risk taking” (p. 27).

Pearce, Fritz, &
Davis (2010)

“An EO is conceptualized as a set of distinct but relaedthviors that have the
qualities of innovativeness, proactiveness, competitive aggrasssaisk taking
and autonomy” (p. 219).

Source: Covin & Wales (2011, p. 679).
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Empirical studies done in countries like the Unitstdtes, China, Thailand,
Vietnam, indicate that EO is positively correlatedfirm performance. It would
make sense for firms to understand the charadtaristthe firm that promotes EO.
Covin and Slevin (1991) study indicate that EO adenup of the firm’s organisa-
tional culture. This study makes a valid point ttat organisational culture is made
up of attitudes and behaviours of individuals @irat shared across the organisation
(Engelen, Flatten, Thalmann & Bretteel, 2014). Hoeve the expression of EO
having a positive relationship with firm performantas had mixed results in em-
pirical studies. Results have shown that EO ongperdnce has varied depending
on the type of external environment the firm hasrbexposed to. Also, it has been
found that entrepreneurial strategies need findmeisources to be successful
(Wiklund & Shepherd, 2005). In today’s competitiwerid, EO is getting im-
portant irrespective of the nature, size, age dustry sector to which the firm
belongs to. In a study based on 310 service finms fAustria, it was found that
there existed a clear influence of EO on the cafmperformance of the firms. It
was also seen that of the different dimensions ©f iBnovative behaviour was
identified as the most important sub-dimension (ka2013). Firms that possess
a high degree of EO come up with innovative ideagquently, take risks and act
in a proactive way when presented with opportusitihus EO can be summed
up as the process of getting a competitive advanitgdooking out for new pos-
sibilities, pushing for demands in an aggressive proactive way, risk taking
ability and bringing out new and innovative produat the market (Lumpkin
& Dess, 1996; Rauch & Frese, 2009). EO is genecdddiysified as whose decision
making styles have proactive, risk taking and iratoxe. Along with these char-
acteristics, the other important contributors ileuhe environment in which the
firm operates in (external) and the organisatioadlies (internal) play a signifi-
cant role especially the external factors. Extesralironment is a source of un-
certainty as well as an option for new possibditier the firm (Cruz & Nordgvist,
2012). Firms that exhibit EO characteristics comevith innovative products and
often get the first mover advantage or can targgnhpum segments (Engelen, Flat-
ten, Thalmann & Bretteel, 2014). In a study in 200dmpkin and Dess attempted
to find the relationship between the two dimensi@mastructs of pro-activeness
and competitive aggressiveness. There has bedrasedeamong scholars that both
of these constructs are similar. This study prasberwise. As a part of the study,
124 executives were interviewed from 96 firms. #swond that both constructs
were distinct and played different roles. For thecess of firms in a nascent stage,
pro-activeness played an important role. Competitiggressiveness on the other
hand was an important strategy for firms that waoge matured and had to fight
of fierce competition for survival (Lumpkin & Des2001).

In explaining the concept of EO, Miller (1983) alater on, Covin & Slevin
(1989) came up with a three dimensional conceptetkgiained the qualities of EO
namely (i) proactive, (ii) innovative, (iii) andsk taking characteristics of the firm.
Lumpkin and Dess (1996) added two more, whichigfedmpetitive aggressiveness
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and (v) autonomy to the above three qualities aopgsed a five quality multidimen-
sional construct. In practice, researchers gtitl te use the three dimensional construct
as against the multidimensional. The same candaiegd by Table 2 (Wach, 2015).

Table 2. The construct of EO

No. | Basic Dimensions Composite Qualities

Three-dimensional construct of EO

- predicting future market changes (Raethl., 2009)

1 Pro-activeness |- opportunity creation vs. opportunity identification (Sundqyist,
Kylaheiko & Kuivalainen, 2012; Covin & Slevin, 1989)

- openness to new ideas (Frishammar & Horte, 2007)

2 Innovativeness |- process and product creativity (Dess & Lumpkin, 2005)

- pursuit of creative or novel solutions (Knight, 2001)

- decisions in uncertainty (Dess & Lumplik, 2005)

3 Risk taking - implementation of projects entailing significahiances of costly fai

ure (Daviset al., 1991; Khandwalla, 1977; Miller & Friesen, 1984)

Multi-dimensional Construct of EO

4 Competitive - competitive advantage over competitors (Dess & Lumplin, 200p)
aggressiveness | - aggressive posturing relative to competitors (Knight, 2001)
- independent human activities (Dess & Lumplin, 2005)

- self-acting (Lumpkin & Dess, 1996)

Source: Wach (2015, p. 16).

5 Autonomy

EO in principle addresses to the process of makew entries to markets
or bringing new products to existing markets. Thienpry EO dimensions that
are defined in the literature like pro-activenasspvativeness, risk taking, com-
petitive aggressiveness and autonomy may be egdibiy the firm while making
a new entry. It can also be possible that for ss&fté entry only some of these
factors may be present. The reason for this mabdmause of the interaction
between the EO dimensions with the internal aneres factors in which the
firm conducts the business (Lumpkin & Dess, 1996).

Competitive aggressiveness can be expressed agjgnessive stand a firm
takes against its competition in an intensive miaskaation. This combative pos-
ture is done to wade of competition either to stevor to dominate the market
(Lyon, Lumpkin, Dess, 2000). According to Hughesd &organ (2007) competi-
tive aggressiveness is the effort the firm putewtdo and out-manoeuvre their
competitors (Hughes &Morgan, 2007). Competitiveraggiveness also represents
the high intensity and aggressive posture new etstraore often need to display
when facing the competition from existing rivalsuthpkin & Dess, 1996). From
the perspective of new entrants, competitive agiyresess is an important EO di-
mension because new entrants are much more likdhiltthan mature and estab-
lished businesses. Thus for new startups, takingggnessive stand and intensify-
ing the competition is essential for survival (Ll&&eterson, 2001).

Innovativeness refers to the trait of coming ughwigéw ideas and indulgence
in experimentation and striving for technologiaghdership in both products and
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processes. Such traits help the firm to get firgven advantage and/or target pre-
mium segments (Lyon, Lumpkin, Dess, 2000). Innaeatess also captures the
bias the firm has towards experimentation and agweént of new products and
processes (Hughes &Morgan, 2007). According to Sydaier (1942), wealth is
created in a market when the existing structudisisirbed by launching new prod-
ucts or services. For family firms, innovativenesthe key for long term survival
of the firm. It is also seen that new and youngerd have a higher urge to innovate
than established firms (Zellweger & Sieger, 2012).

Pro-activeness refers to the ability to anticiphtture possibilities and
threats alike and start taking actions either f@@&kopportunities or prevent fail-
ures and threats (Lyon, Lumpkin, Dess, 2000). heoto establish and sustain
in international markets, firms must act in a ptoscway so as to find opportu-
nities in different markets. This also includes imgkbold decisions as to launch-
ing new products or services often providing threnfwith the first mover ad-
vantage. ldeally such proactive firms actively sbdor foreign markets so that
they have a higher spread in the international etarkompared to its competi-
tion. Being highly proactive comes with a cost.niSrneed to collect specific
market knowledge, information about customers, Bapgpand partners and all
this involves money (Dai, Maksimov, Gilbert & Featier, 2014).

Risk taking attribute of the firm would mean takinigh risks like borrowing
heavily or committing a huge amount of resourcegmjects with unclear out-
comes (Lyon, Lumpkin, Dess, 2000). Risk taking disien shows the ability of
the manager to take considerable risk with thentitte to pursue a potential op-
portunity with reasonable possibility of attainitig desired goals at the same time
when there exists a possibility for a costly faéluThe essence in defining entre-
preneurship is the ability to find undiscovered oppnities and to take risks to
convert those opportunities to successful venturae. amount of risks an entre-
preneur faces in an international environment istitnde when compared to the
domestic market. This is also clear that the fithet take risks only realize the
dream of internationalisation (Zhang, Ma & Wangl2)D

Autonomy means encouraging teams or individualsotoe up with and es-
tablish new ideas, concepts or visions (Lyon, LuimpRess, 2000). The history of
firm level entrepreneurship is made of events ifdstermined pioneers who have
pursed new, novel or better ideas and have madeiadss case for it. In general,
entrepreneurship has grown and prospered becaubke ofdependently thinking
individuals who have left the shores of safety aonhfort in the search of finding
and promoting new ideas or new ventures. The shing tan be seen within or-
ganisations also. The freedom given to individt@algursue and champion ideas is
the key driver for firm level entrepreneurship ahis freedom to pursue ideas is
often refereed as autonomy (Lumpkin & Dess, 199@nh Dooranet al., investi-
gated the effect of senior team of a firm on EO ésdelationship with firm per-
formance. It was found that senior team providedterogeneity needed and help
in the screening process and selection of inigstivi hey also serve as guides for
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the EO process to prosper thus fulfilling the aotag dimension (Van Doorn, Jan-
sen, Bosch & Volberda, 2013).

4. LINKING ENTREPRENEURIAL ORIENTATION
AND INTERNATIONALISATION

Firms normally expand their international scopetigh their entrepreneurial ac-
tions which basically stem out of EO. Based on pastarches, EO is said to have
an impact in international learning, speed of erdng firm performance (Dai,
Maksimov, Gilbert & Fernhaber, 2014). AccordingMach (2015), the internation-
alisation process of the firm is further intengifiend accelerated through entrepre-
neurial orientation (Wach, 2015). It is difficuti predict future benefits based on
current strategies and decisions. Firms shouldcpisedy take up EO in terms of
doing innovations so that it can counter act aga@duction of product life cycle
and stone wall the efforts of the competition. Spokicies involve risk and risk
taking may provide the firm opportunities to penfoand enhancing the firms to
face competition and ultimately provide a positingpact on the performance
(Etemad, 2015). Oviatt and McDougall (1995) indictitat internationalisation is
actually triggered by the entrepreneur in the pgeddentifying new business op-
portunities obtained through relationship buildamgd social networking. Thus in-
ternationalisation itself can be viewed as an enér@eurial action (Zhang, Ma
& Wang, 2012). EO was initially designed to expltie entrepreneurial behaviour
of a firm more from a domestic environment perspeciCovin and Slevin (1991)
& Miller (1983 ) suggested that before coming uphwiew innovations, products
or expansion activities into new markets, the fishsuld possess entrepreneurial
capabilities. Further studies by many authors Hauad out that EO has a strong
positive influence on firm performance. It is ats®en that EO capabilities are more
important for SMEs compared to larger firms as SM&ge limited financial capa-
bility, technical and managerial resources (BrotghBlakos & Dimitratos, 2014).
Evidence of entrepreneurial culture influencinginttionalisation has been in seen
in studies relating to international new ventulesn globals, SMEs etc. It has been
seen that the earlier the firms acquire entrepmgdeaarientation; the entrepreneurial
culture that develops positively influences thmfg internationalisation intent. This
allows the firm to be more capable and willing togue international opportunities
(Rajshekar, Javalgi & Todd, 2011). There is a hag@unt of literature showing
positive support to entrepreneurship on the grafirms. The important question
however is there enough empirical support to shuat the relationship actually
exists (Kraus, 2013). Wach (2015) developed thetiogiship between the dimen-
sions of EO, decision making process and internatiperformance.

According to Williamset al., MNCs in pursuing EO apply two kinds of strat-
egies. The first of these is R&D specific buildilmgpg term know-how. The other
strategy is in the form of investments that helmsset growth. The former is for
long term initiative and the latter is for shontnteinitiative. Pursing either strategy
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will involve in applying the same principles namadgntifying the potential, eval-
uating the risk and exploiting the opportunity. Bstrategies may involve consid-
erable risk and may take the firm into unchartedttgies and put them ahead of
competition. Aggressive (R&D) MNCs will deploy moresources in innovation
where as Aggressive (Asset) MNCs will deploy m@sources in gaining external
advantage that gives the form a competitive adggntike networking). The most
aggressive firms (both R&D and Asset) will allochigher amounts of resources
in both R&D as well as assets growth to maximizertbk (Williams & Lee, 2009).
Internationalisation itself is often referred toaasentrepreneurial act and has seen
a huge surge especially among SMEs. It is also se#nSMEs with higher EO
have shown a better export performance (Taylor3201

Taylor (2013) proposed that the relationship betw® and internationali-
sation is positive and is moderated by the domessicket environment in which
the firm is located. This can also be viewed asrirdtionalisation providing viable
survival and growth possibilities to SMEs in deygtm nations to grow by export-
ing and increasing their market share (Taylor, 20it3s often seen that entrepre-
neurial SMEs face resource constraints compar&NGs. To overcome resource
constraints and foreign liabilities and to imprdheir international performance,
SMEs to utilize higher levels of EO or by formingernational alliance or both. It
is suggested that alliance formation will greatgnéfit both partners (Brouthers,
Nakos & Dimitratos, 2014) Selected empirical stadi®ne on establishing EO’s
relationship to internationalisation are tabulatedow show a wide variety of
themes addressed including both small and larde scéerprises (Table 3).

5. CONCLUSIONS

It is seen that at the moment IE is positioned msikidisciplinary study with stud-
ies ranging from International Business, Stratdfgmagement, Entrepreneurship,
Marketing etc., as well as nhon-management fiekks diociology, economic geog-
raphy, political science, development economics, asychology. It is also seen
that IE is slowly evolving into an individual reseh field of its own. A literature
review of selected papers published in the receatsyshow that IE is researched
under a variety of topics like influence of soamgtworks, emerging economics
geographical distance, family owned businessescefif corruption etc. EO is
studied as a subset of IE. EO is measured as auniultidimensional variable.
The constructs that define EO include pro-activengsovativeness, competitive
aggressiveness, autonomy and risk taking. EffddEpare studied both for LSE
as well as SMEs though a look through the availatdeature shows heavy focus
on SMEs due to the fact that decades of researentogpreneurship was dedicated



Table 3. Selected list of literature review on relationship between EO and Internationalistion

Author

Jantunen
Puumalainen,

| Resear ch Sample |

Empirical study done

Typology |

The authors examine the

Explanation

The authors found that EO along with the ability of the firm to have new asset:

top 500 companies
sorted by market
capitalization.

asset growth and 3. balanced
approach.

they may end up in saturating the knowledge base resulting in a diversity of
opportunities that may become too difficult to handle.

s on data from 217 relationship between EO and the | configuring capability has a positive influence to international performance. This
aarenketo & . ) ) ; s ' ) - -
Kylaheiko man.ufacturlng aqd firms recpnflgura}tlon pap_abllltles confirms 'that the dynamic (;apablllty of the firm is needed to take advantage of new
(2005 service organisations.| have on internationalisation. opportunities by orchestrating changes.
A study on the relationship of EO and commitment to the use of internet |
performance found that entrepreneurs with higher degree of EO tend to use internet
. . . . to develop an export market for their products and services. It was found that such
Mostafa, Emplrécal stu?y dor_le Trrs_papﬁ_r |rgvest|gatesothe d entrepreneurs also commit more resources to internet use and use it as a megium to
Wheeler & ?n 158 manu acturing| relationship between EOan contact customers and suppliers. It was also found that internet is also used to find
irms from United internet usage for export among . ) . o
Jones (2006) Kingdom SMEs out competitors. Such firms also use websites to market their firm as well as
’ ’ products. Export growth was also found to be higher for higher EO firms compared
to less EO firms. This also proves that higher EO results in increased export growth
and financial performance of firms and finally internationalisation.
The authors explore
Melia, - . internationalised firms develop EQ L ) ) . ) )
Empirical analysis . . . The study found empirical evidence that firms that are already internationalised
Boulard & d . compared to non-internationalised| " - L - L.
h one on 155 Spanish | - . develop EO. It was also seen that EO positively influences rapid internationalisation
Peinado firms firms. Also, evidence for influence of firms
(2007) ' of EO on rapid internationalisation '
is explored.
The authors examine tl
Empirical study done | relationship between EO along with
Kropp, on sample data from | key demographic characteristics | The study found empirical evidence that risk taking and pro-activeness played an
Lindsay & 539 individuals from | like age, education and gender of | important role in establishment of IEBVSs. It was also observed that innovativeness
Shoham internationally focused entrepreneurs in the start-up does not play a significant role on the decision making point for setting up of
(2007) firms from South decision of international IEBVs.
Africa. entrepreneurial business ventures
(IEBVS).
Analysis was done ¢
form level This study analyses the EO of The results from the study show that smaller and less internationalized MNCs|take
characteristics from MNCs. The authors propose two | a much aggressive approach when compared to highly internationalized who tend to
10-K filings. The dimensions of R&D and asset take a much conservative approach. Knowledge management will be the key for
Williams & sample list was taken | growth for analyzing EO. The two | MNCs. It was also seen that younger top management is likely to take higher fisks
Lee (2009) from the Financial dimensions provide three strategigsand will take a more partnership approach. In case of highly internationalized
Times Global list of of 1. aggressive R&D, 2. aggressiyeMNCs top management taking an aggressive stand will be counterproductive ps




Zhang, Ma &
Wang (2012)

Empirical researc
conducted on data
collected through
survey from 117
Chinese SMEs during
2011 and early 2012

This study evaluates the effects of|
EO and social capital theory in
facilitating internationalisation of
Chinese SMEs.

The study found out that the different dimensions of EO in combinatior
different forms of social capital theory produce different influence. It was seen

that

pro-activeness and risk taking dimensions along with the different sources of social
capitals have a positive influence in the internationalisation of the Chinese SMEs. It

was also seen that innovativeness and political ties do not play an important r
internationalisation.

ple in

Basile (2012)

Empirical analysis of
71 SMEs from Sicilian
area.

This paper analyses the fact
affecting EO by the perspective of
risk taking behavior of SMES in
their attempt to internationalize.
The author also checks the
relationship between EO to
internationalize.

Then study found positive relationship betweenand internationalisation. It we
also seen that external environment factors like logistics and transportation pl
vital role in providing firms with competitiveness. Internationalisation is likely tq

Ay a

further grow not just for large scale firms but also SMEs as both of them comgete

for space in the international market, especially SMEs. It is also important for
governmental and policy makers as SMEs growth internationally will help in
improving the employment situation.

The authors explore the relations

The authors found that both high and low degrees of innovativeness -

Young (2014)

located in the UK.

individual firms.

entrepreneurship in a subsidiary firm will be lower than an independent firm
because of the control from the headquater. The EO measuring construct incl
dimensions like innovativeness, risk-taking, pro-activeness, learning, intra-
multinational networking, ext-multinational networking and autonor

Rodriguez,
Moreno,
Tejada (2015)

Empirical research
conducted on data
collected through
survey from 1,122
Spanish SMEs during
2011 and early 2012.

This paper analyses the source of
competitiveness of SMEs in the
service industry.

The study identifies that the competitive cess of the Spanish SMEs belongint
the service industry is due to the macroeconomic and social factors that primg
address the intrinsic characteristics of the firms. It was also found that there e!

Dai, ) Empirical analysis between the dimensions of EO activeness increase the scope of the firm's internationalisation. Moderate scale of
Maksimov, . . : ” )
) done on 500 SMEs namely pro-activeness, these two dimensions has shown to negatively impact the scope of
Gilbert & : . . - . h . o ) ; -
from different innovativeness and risk-taking and internationalisation and the firms start retracting from committed markets. On the
Fernhaber . . ) . T h ;
(2014) industries. \_Nhat eff_ect it ha_s on the scope of contrary it was seen that with risk taking, moderate scal_e has a larger impact on
internationalisation of SMEs international success and score compared to low and high values.
The authors analysed subsidiary EO of MNCs and found that local knowle
subsidiaries can be useful for the MNCs that are traditionally dominated by the
. - . . . parent organisation. The study also points out those subsidiaries entrepreneufial
D_|m|tratos, Emplrlcal_a_nalys_|s of | The author_s Investigate the EO of activities can serve as an advantage for the MNCs though the level of
Liouka, 260 subsidiary firms | MNC subsidiaries compared to

rily
ist

substantial differences in competitiveness among different industries supporting a

macroeconomic approach. On the other hand statistical evidence suggests th
among the different companies, performance varied showing that they were
dependent on the combination of the resources as well as capatf each firm

Source: Own stud

at
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to the SMEs. Like in the case of IE, the definition of EO has changed and refined
over time. Though multiple definitions exist EO is primarily seen as a firm level
behaviour. The measurement of EO is done along the lines defined by Miller (1983)
and Covin and Slevin (1989) and or Lumpkin and Dess (1996) with the help of

a seven point Likert's scale. Decades of research has laid a strong theoretical foundation
linking EO to firm performance. It has been seen that this is true for both LSEs and
SMEs. The same can be said in the case of internationalisation. EO increases the pro-
pensity of internationalisation. This is seen in the case of SMEs that predominantly ex-
port as well as in the case of MNCs that are already internationalized to further expand.
The concept that EO propels internationalisation is seen in studies spread across different
continents as well as different industry sectors like manufacturing, service industry etc.
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Abstract:

The main aim of this study was to determine whedh@igher level of business process and process
orientation lead to improved organizational perfantes. The companies observed for the research
were subjected to rigorous statistical analysis@ndessing, in order to justify the model presented
in the paper. The observed companies employ mare260 employees and do the business in the
Republic of Croatia whose economy is in transitibhe research presented in this paper sets
a model that statistically confirms strong and sigaifit impact of business processes and process
organization on financial and non-financial perfarmes. It has been proven that process organiza-
tion has a significant indirect impact on finan@akrations through non-financial performances.

Keywor ds: Business processes; organizational performaimegidial and non-financial performance
JEL codes: L22, M11

1. INTRODUCTION

The contribution of this research has a twofol@@(fflt primarily expands the scope
of the original study by (McCormack & Johnson, 20@at closely monitors the

effects of process organization on overall orgdimal performances. Secondly,
this research has contributed to the involvemekegfstakeholders (customers, em-
ployees, suppliers) in the assessment of non-fiabperformances and their impact
on financial, as well as on overall organizatiopatformances. This approach has
demonstrated and proven the benefits of impactaxfgss organization on organiza-
tional performances and detection of a deepertstalaelationship between these
variables. Another important feature of this resleas that it was applied on compa-
nies in the transition economy. The research esolfirm many implications and

benefits for the managers in process organizataswell as for the other stakehold-
ers such as customers, employees or supplieis, @ller to create the useful busi-
ness environment. (Hernaus, Pdjiach, Bosilj Vukat, 2012, p. 376-396.) in their

research in 2008 talk about the importance of dhgothe optimal strategy for
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achieving organizational goals. The strategy shoeldightly integrated with busi-
ness processes (Spanyi, 2003, 2005; Ndede-Ama@d#; Zrocke & Rosemann,
2010; Kohlbacher & Gruenwald, 2011). The strategials are achieved by using
business processes which as their feedback create aalue for the company. The
implementation and operational execution of thatstyy inevitably depend on the
processes and their interactions with other elesngthe organization.

The form and the type of organization are defingdbsiness processes,
which can be a significant source of competitiveatdage. Business Process
Management (BPM) has become a concept that camsdabto improve the en-
tire range of organizational activities. Therefd8®M represents a set of meth-
ods, techniques and tools that include analysisiamovement of business
processes (Melao & Pidd, 2008). By implementing BRMe managers try to
harmonize the process activities with the stratggials of the organization,
design a flexible organization and implement praged to establish a system
for measuring, training and organization of the ypes responsible for the
effective process management (Chaffey & Wood, 2005)

2. DETERMINING ORGANIZATIONAL CHANGES
AND CHANGE MANAGEMENT

In the context of organizational changes and changeagement in organizations
there are many authors who have studied this patiissue, but more recently the
ones that particularly stand out are (Burnes, 20@3rnall, 2007), (Luecke, 2003)
and others. Changes as a management method dassified into several categories.
There are two approaches that encourage changee e approaches are (fast) eco-
nomic development or improving organizational skiiBeer & Nohriaat, 2007, p. 69)
Harvard University have created the terms “TheotyaBd “Theory O” to more
closely describe these approaches. In Theory it goal of changes is dramatic
and quick increase of shareholder value, as mahbyranproving the circulation of
money and the stock price. Proponents of the ThEdargely rely on mechanisms
that are likely to increase short-term monetamgutation and share prices. These are:
performance bonuses, reducing the number of emgdogales of assets, and strategic
realignment of business units. This theory is lzdlsicommitted to cutting costs, re-
ducing organizational resources and in its reaishsiort term oriented.

The goal of “Theory O” is the emergence of chanteg encourage the
development of a culture within the organizatioattBupports learning and high
performances of workers. Business organizationsfiiilow this approach are
trying to strengthen the culture and skills of thmiganizations through individ-
ual and organizational learning. This requiresghtproportion of participation
of employees, simpler organizational structureywal as a strong link between
the organization and the employee, because the ogiegl commitment to
changes and their participation in them is congdextremely important, since
they represent a factor of continuity for the origation. Therefore, the “Theory
O” is deemed a theory aimed at long-term goals.
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Characteristics and factors that characterize gargzation that is willing to
change are reflected through the leadership, empbwand teamwork. The first
characteristic is the leaders (leadership) as agadiffective employees who respect
the leaders. It is known that leaders who no ospaets, nor considers as valuable,
can and will be hazardous to the business of aanizgtion.

The other characteristic describes employees wh@ensonally motivated to
change. They are dissatisfied with standstill gbtihe same time afraid of losing their
job due to the inefficiency of the business procktamy changes have occurred in
periods of crisis, but according to Beer it is netessary to wait for the crises to
occur. For him it is enough to have the so callemmacency within the company,
i.e. that there is a belief about its own sizeceas and importance. He believes that
leaders of changes must ask questions among thieyaap about the existing and
possible problems. It is often not clear to the agmns how the employees do not
care about the costs, while employees cannot uadersiow managers are not fa-
miliar with the problems they face every day durihg performance of their tasks.
It is therefore necessary to enable communicat&wden both parties and the ex-
change of data. It is necessary to set goals aafaleeemployees to achieve them.

The third organizational characteristic refersnmeganization that is not only
a hierarchical creation, but it represents cemahlievements in organizational cul-
ture. Therefore, employees with individual work assigned personal responsi-
bility, in many cases favor teamwork as an orgdiupal advantage.

The hierarchical structure of the organizationstgleople about the hierar-
chical relationships between employees, aboutdladionship between the supe-
rior and subordinate, individual responsibility feork, and in a number of exam-
ples of good practice we see neglect of the roleai and teamwork. The main
“enemies” of changes lie in the hierarchy, suchwagaucracy and the tendency of
employees to identify with the organization. Hiefrdcal structure can be over-
come in two ways. The first is to give greater aotoy to individual small groups
within the organization, and the second to encaucagperation among employees
from various departments at different levels.

If these three preconditions for change do notteyxiposed are the fol-
lowing four steps that will lead to the readine$sh® organization to change.
They are manifested by:

- making assessment of readiness to change for eatlofpthe organization
individually,

— developing an approach that allows everyone aglhimsnto how business is
done on a daily basis,

— giving employees a say in the matters,

— eradicating the fear among employees.

Organizational changes are difficult, because dudnange we need to deal
with issues related to employees and uncertainduithe consequences of imple-
menting changes are difficult to predict, and samest difficult to monitor and rep-
resent a dynamics of their own. The fact is thatexand more changes are being
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carried out. Organizations are oriented towardedrigroductivity, a higher level of
activity and improving customer satisfaction. Budttdoes not mean that all is well,
or that all organizations are successful. Instit@thould be remembered that the or-
ganizations have increased in volume, activity grodits during the period in which
they have more complex requirements (customeifaetion and business ethics) in
increasingly complex and more diverse environmenighich they operate.

Resistance to change is actually often only registéo uncertainty that a change
could bring. So resistance comes from the prodesmonagement and change man-
agement, rather than from the change itself. If¢fason for the change and what can
be achieved by it is explained to the employeds,\ery likely that their resistance
will be reduced. In the context of the ambitiongttué owners and stakeholders of
business organizations, it is clear that the fyiani the conduct of business is to im-
prove the competitiveness as a key activity, beititiderstanding of the value of assets
on which to build competitiveness is also cleathdf business orientation is such that
we decided to focus on one factor, then one caaatmmediate success and long-
term failure. (Kay, 2007, p. 5) says that marketds are based on the term known as
“distinctive capabilities”. Distinctive capabiliseare based on:

—  reputation, which helps us to know how the markatceives the basis of
presentation of products/ services in terms of nedtproperties,

- architecture of the organization that includesrtt® of resources (including
knowledge and flexibility), internal and externtdleeholders, from which we
learn how an organization can bear the “burdenét@fnges and how it can
contribute to the changes itself,

- innovations from which the capacity for change bamecognized.

To be able to characterize recognizable abilitea aource of competitive
advantage, they must be sustainable. Successomiléd¢o those whose strategic
architecture continuously aligns the vision, missigalues, strategy and struc-
ture. Markides (2000) agrees with such ideas afidatéons. He believes that
the competitive advantage is achieved by organiziagous activities into
“tight” systems, which support and restrain eadteotIn fact, the advantage is
continuous, because imitators can take a varietgeds and techniques, but not
the ability to manage, as they cannot copy the apthere of culture and relations
among employees within the organization. He furthedreves that at the present
time success comes from the originality, and noificopying.

3. EVOLUTION OF THE CHANGE MANAGEMENT
OF BUSINESS PROCESSES

During the nineties of the twentieth century, (Bésisenstat & Spectat988) have
identified a number of steps that management iinbss units and at the level of
production uses to create real change. Theseatepsraged the strengthening of the
circle of commitment, coordination and competericenaployees, which combines
all the columns representing the holder’s fundaahaitanges. Today, despite the
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passage of time and the creation of new businestiges, steps that mark the course
of achieving the changes have not lost any of fheirer, and they are reflected in the
launch of energy and commitment to work with thra af establishing common busi-
ness problems and their solutions. The startingtpai any effective change is a clear
definition of business problems. Identificatiortlod problem corresponds to the most
important question that employees a8kthy must we do it?*The answer to this
guestion can be the basis for motivation, and thex¢he answer must be convincing.
To answer “why” is important not only because @ thotivational potential, but also
because it creates a sense of urgency, withouhvadhianges do not happen. Also, it
is important to know who, how and by what meansidahtify the problem. The
motivation and commitment of employees are thedstjghange when employees are
the ones who will identify the problem and helpveat because finally they are the
ones who will have to participate in change anvéowith it. After defining the busi-
ness problem, potential solutions to the problesrdawveloped.

Persons responsible for the implementation of chamgust clearly set out
the vision of changed and improved future of thgaoization, you also need to
clearly explain it to other employees. They havbdwery exact in the interpreta-
tion of the effects of changes when thinking alimw the change will: a) improve
the business (through higher customer satisfacfionduct quality, sales, and
productivity), and b) what benefits will the empéms have (higher salaries, bigger
bonuses, new opportunities for advancement andeagrigd security). The vision
has to be tempting and may contribute to the iatlim of workers towards such
changes, but the vision must correspond to thectibgegoals of the organization,
and must be achievable. This is helped by the ifileation of management, whose
role is to adjust all vital parts of the environmtmthe possibility of implementing
the changes. In other words, leadership is thetwateshould, on the basis of their
own knowledge, experience and universal competeniceduce other employees
in the organization to the importance of rejecting general resistance to change.
This brings new flexibility to the organization thaill significantly help in the
process of organizational transformation.

Focus on results, not on activities, means to st@tchange at a peripheral
unit, from where it will be extended to other unéaad not to begin the change from
the top. It is not necessary to change the entigarization at once, because it
creates a large degree of uncertainty and ineffigicbut if employees realize pos-
itive results after the introduction of changesismall, almost autonomous unit,
they will then agree to the change of the genesthéwork of management. The
changes are to be implemented in order to see atk@ntages over the status quo,
that there is compatibility with the values of emes, experiences and needs.
Requests for changes should be easy to understatitht the employees who want
it, are allowed experimentation with the model lo&isges on small-scale, and pro-
vide an opportunity for the rest of the internaVieonment to freely observe the
results of the changes. It is necessary to ingtitatize success through formal
rules, systems and structures so that the futlsméss activities may take place in
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accordance with the formal rules, have a suppastesy with implemented ap-
proach to change management, and develop thewstuas a skeleton for internal
and external process improvement of overall busiaesvities.

Organizations respond to a variety of challengdh wihanges. None of the
programs of change is easy, nor guarantees suctiegsges may fall into the fol-
lowing categories (Carnall, 2007, p. 7):

-  Structural changda the organization are viewed as a machine ot af $enc-
tional parts. During structural changes, top managg in cooperation with
consultants is trying to change parts of the omgitn in order to achieve
better overall performance. Mergers, acquisitiammsolidation and revoca-
tion of operating units are all examples of attesvgitstructural changes.

— Changes to the process by means of various progiaex the changes of
the way in which things are done. Examples are, liknproving the process
of loan approval or decision-making. Changes t@tioeess are usually aimed
at the processes to be faster, more efficient, madi@ble and less expensive.

—  Cultural changes have focused on changes relatethptoyees. One such
change is the transition from the management thz¢rvises and commands
to the management involved in the process.

Previously are described structural, cultural amstifutional conditions for
finding optimal solutions in the implementationabianges. The simplest definition
of implementation of changes can be describedpasaess required for designing
and organizing the process of change in order pyane efficiency. The question
of diversity of success in implementing changeth@organization arises. In some
organizations, certain changes succeed with a plesitive progress, and in some
organizations progress is absent. The answer igdfouthe diversity and specific
architecture of changes. We have only recently beguobserve the structure
changes through the architecture of changes. (§a&6B4) identifies three succes-
sive processes required to achieve a strategigehan

—  construction of a common database,
- detection of the future in a variety of perspecijve
- creation of commitment plans.

The processes described in b) and c) require di@a@mnd involvement of
all stakeholders of the change. Here processegvgrertant for dialogue, as
well as a good knowledge of them.

Architecture of changes does not imply a set ofrissis, systems, resources
and processes, through which we engage peopledaddptive thinking” aimed at
creating a new future. It implies the principlesotigh which the different techniques
(forums, conferences communication, municipal megsti 'open-space events') are
designed to jointly clarify the management and oasibility for strategic change,
and in an appropriate manner contribute to thenadfiion of key stakeholders of
change. Required are effective, credible and aitdesneasures of performance on
a relatively transparent basis. It is necessargctpuire or develop new skills and
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abilities of employees and trigger their commitmeesults of applied techniques
need to be measured, i.e. strategic changes sheuwigsed as a learning process.

The formula by which to acts in the course of diagia and planning of
radical changes, is expressed as a multiple ofodient, vision and the first
step of the procedure, the result of which mustjteater than the resistance to
the implementation of changes:

Change = (dissatisfaction) X (vision) X (first steps) > resistance

Changes occur when three elements have both agsstieeffect in one place,
such as dissatisfaction with the current situattomyincing and clear vision of what
kind of a change we want to make for a better &tand the first steps towards
achieving the vision. If any of these elementsaigsing organization creates greater
resistance and reduces the power of organizatiesstance to change, and thus the
effect of changes is marginalized. All activitieaghbe seamlessly linked and there
must be a continuous flow of results between thigiaes for the process of imple-
mentation and evolution of organizational changeschieve the desired effects.

4. CONCEPT AND TYPES OF ORGANIZATIONAL PERFORMANCE

Literature lists different definitions of organimatal performance, but it can be
said that the performance improvement is the p@rpbthe transformation of busi-
ness processes. The goal of the promotion of e&epsais to determine its economic
sense, and it is necessary to determine the efffacis thus produced, which is not
possible without performance measurements. Mospenies have no developed
system of performance measurements, although we eftcounter companies that
measure financial performance, sales volume antbmes satisfaction. (Darryl,
2007, p. 3) says that a large number of definitioherganizational performance
are based on financial indicators such as profigmaetc. Lack of access in which
organizational performance is defined solely byaficial performance is in the
guestion: “What we need to do to achieve the degirefit, revenue or margin?”

To paraphrase this question, P. Drucker argugse ‘what your job is, do it
well and the money will comeThe realization of revenue is important to the-suc
cess and survival of the organization in the marketl even non-profit organiza-
tions such as universities or cultural associatidhe development of an organiza-
tion is focused on improving organizational perfamoe; successful organizations
should solve their own problems and achieve kegdailjes. Known are many
ways to measure performance which are used in psemgented organizations.
Here are separated two ways to measuring perforedine first method describes
the measurement of performance on the principfemd-to-end”, from beginning
to the end of the business processes and measiueisgnnections of people, teams
or parts of the organization with the quality oé fimal result.

Performance measures can be defined as parametelgch to express the
efficiency of realization of the chosen strategyc8 the chosen strategy is imple-
mented and all levels of the organization are éeaccording to it therefore the
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performance measures will also be establishedafch endividual level of achieved
performance within the organization -network gq&able, 2006) Therefore, the
division to corporate performance, divisional periance, the performance of
functional units and individual performance is abdad division with regard to the
organizational unit and the goals that the unittwda achieve (Buble, 2005, p.
256). Different performance measurements are choug at different times, have
different complexity and their value is measureditierent times. Some measure-
ments can be performed only after achieving a iceg@al where it is necessary to
take account of the relevance of the results irtigoity. When discussing perfor-
mance measures then we primarily, but not exclisivefer to those criteria re-
lated to corporate performance. Corporate perfoomas the measure of success
of the organization as a whole in relation to tget size. There are a number of
indicators that are considered in the corporatiomn there is no uniform classifica-
tion, therefore, we usually considered indicatarshsas (Buble, 2005, p. 257):

-  ROI - return on investment,
- ROE - return on equity,

- EPS - earnings per share,
- DPS —dividend per share.

All these indicators are among the category of acting indicators, however,
in recent times we are increasingly using new nreasuch as (Buble, 2005, p. 257):

- value added, ROVA, ROVA/ROI,
- MVA, EVA (market value added, economic value added)
— shareholder wealth.

All these indicators are among tperformance measures from the stand-
point of owners- shareholders.

Pressures on managers to take account of the ggiiem of stakeholders
without jeopardizing the interests of shareholdeesmore frequent, so it is neces-
sary to coordinate the general interests of thamregtion with the interests and
values of individual stakeholders in order to foumdhis conglomerate of desires
a way to all human, organizational and intellecteaburces in the service of cre-
ating new value (Sisek & Rezek, 2007).

In addition to the measures that are of intereshéoowners there are also
performance measurements that are used by top exead in order to fulfill its
primary role, ensure growth and development ottmapany as a whole. In achiev-
ing progress of the company, qualitative and qtetinte indicators are of interest
for the management, where part of the indicatoas &lne interesting to the owner
are of particular interest for management becaugethese indicators that will
decide the fate of management. When talking allmusticcess of the organization
then there are a number of interested individuaggaups that fall into the category
“other interested partiesSuch as, customers, suppliers, stakeholders, gaongtts
and other organizations. Each group has its ower@ifor determining the desired
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performance of the organization whereby theser@itere linked to direct or indi-
rect influence of the company's activities on tltierests. It is imperative that top
management establishes a control system whichbeitormed by one or more
measures for each of the stakeholders when it cam#se success of business
organizations. The criteria can be divided intorsiterm and long-term measures
by categories of customers, suppliers, employéesfihancial community, con-
gress, advocates of customers. Organizations wiogeture is designed by the
divisional principle form organizational units withe status of quasi-corporations
whereby within these units they form different feriof immediate responsibility
centers, such as (Buble, 2005, p. 261):

—  cost centers,

- revenue centers,

- profit centers,

- investment centers.

The purpose of the establishment of centers uhéedivisional organization is
the separation of parts of the organization iniormevaluate the performance of each
department and see their real success and coitritiatthe corporation as a whole.

When it comes to measuring the performance of fanat units then it is
referred to parts of the organization that arey@agrout similar or same operations
that are classified as units of production, purttgssales, finance, human re-
sources and so on. When you want to create a sygteraasurement in functional
organizations then the choices of performance meame great, but you should
always choose those performances that the line geasa&an influence. If you are
looking at production, then consider the measuremgethe production effect, the
effect of the employee, cost of processing, mdtatibzation, capacity utilization,
overhaul effect, etc. If we watch procurement measithen we measure turnover,
development of prices, dispersion range of procergmstorage use, etc. If we
watch measures of financial impact, then we measument ratio, quick ratio, the
level of indebtedness, cash flow, level of coverafyforeign capital etc. All these
indicators represent only a landmark in the chofcappropriate functional perfor-
mance measures in the observed organization wsffece to its specificity.

When we approach thmeasuring of individual performance, then the goal
to determine the contribution of the individuatlire performance of assigned tasks
that contributes to the performance of the oveeak of the organization. Since
different tasks are performed in an organizatiba,rhost common division is into
three types of tasks including (Buble, 2005, p.)266

— tasks for processing materials,
— tasks for processing information,
— managerial tasks.

When measuring individual performance the effecaofindividual can be
guantitatively unequivocally determined by detetingnthe norms and standards.
Norms may be temporal and quantitative and starglgtehntitative and qualitative.
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According to (Darryl, 2007, p. ¥rganizational performands an indicator and
accomplishment of visible, specific, measurabléyatle and personally measura-
ble success. According to (Parmenter, 2010, p.)4v&&suring organizational per-
formance is done through indicators, which managerleooses for the purpose
of reporting and performance improvements. The oreasof organizational per-
formance are classified aeiKPerformance Indicators (KPI). Parmenter has four
measures of performance that include Key Resuit#tors, Result Indicators, Per-
formance Indicators, Key Performance Indicators:

- Key Result Indicators (KRI) determine how a taskasried out taking into
account the critical success factors,

— Result Indicators (RI) determine what has been done

- Performance Indicators (PI) determine what to do,

— Key Performance Indicators (KPI) determine whatdse® be done in order
to increase performance.

In practice, key result indicators are often subttd with key performance
indicators. Critical results of success are custosatisfaction, profits before
taxes, employee satisfaction, earnings of end usstign on investment, etc. The
common characteristic of the key result indicaterthat they represent the result
of a series of activities that determine whetherkws performed properly or not,
but do not offer guidelines that do to improve fesWKey results indicators are
observed over a longer period of time, usually omanthly and annual basis,
while key performance indicators are observed daily and weekly basis. Per-
formance indicators and outcome indicators are areasof performance that are
located between the key result indicators and lexfopmance indicators. Perfor-
mance indicators are important for the overall sewf business activities, how-
ever, they do not represent the key prerequisitelsifsiness. Their role is reflected
in connecting teams to organizational strategy, plementing the key perfor-
mance indicators and does not relate to financey Hine displayed on a scorecard
in conjunction with key performance indicators amdividually for every organ-
ization, part or team in that organization. Theynmlude indicators such as the
percentage increase in sales, number of proposaimproving the business re-
ceived from employees in the last 30 days, usemptaints, calls for sales in the
coming period, delay in delivery to key customard the like.

Result Indicators (RI) provide a brief overviewtbg activities, and all the
financial performance measures are also indicatomesults. Week’s sales analysis
is taken as an example of good practice. Resuitamats include profit from core
product lines, current sales in a given time irdéand the objections of key users.

Key Performance Indicators (KPI) represent a seinefsures oriented to
those aspects of organizational performance theatarst critical to current and
future approach to the organization. Their sevaratteristics include non-finan-
cial measures, measures on a daily or weekly HaBi®s act because of them, they
clearly show which actions should be taken by eyg®s, they attribute the re-
sponsibility to the team and have a significantaetpn other success factors, and
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encourage the necessary business actions. Keyriparioe indicators need to be
continuously monitored and, when a synergisticatffeetween managers and em-
ployees is reached then comes to the achievementijectives at all levels. The

successful development and use of key performanttiedtors is determined by the
presence or absence of these four basic thingméaer, 2010, p. 24):

— partnership with employees, unions, suppliers addustomers,

— transfer of power to employees,

— measuring and reporting on what is important,

—  connection of measures of performance with strategugh critical success factors.

Partnership with the aforementioned implies peioepthat organizational
and cultural changes complement, understand amgteach other. In the context
described above, there is a need to transfer ptmnemployees which means that
the employees get to know what the critical suc¢ast®rs are, and that they can
make decisions about situations that could havegative impact on key perfor-
mance indicators, and that they need to consthetiywformed about critical suc-
cess factors and key performance indicators. Masai®uld measure the indica-
tors and report on them in such a way that eacbrrepquires a specific action.
Each report should include a review of certainaaltsuccess factor, making sure
that the content is short, precise and focusedemdoption of certain decisions.

Key success factors are the number of measurespects of organizational
performance that determine the continuing vitadityl good business results of an
organization. There are usually five to sevenaaltsuccess factors within an or-
ganization. The task of the critical success factord performance measures that
are within them are to connect daily activitieshnarganizational strategies. There
are known cases of many organizations that have bsiag key performance in-
dicators for years to unsuccessfully try to malkeddit and to adapt to the market,
but to no avail. The reason lies in the poorly nedrland thought out, and wrongly
selected indicators, all as a result of ignorarfche critical success factors. Alt-
hough most organizations know their success faaimtsmany organizations have
clearly described and properly selected key sudeessrs, which is consequently
linked to not clarifying the factors to their emypdes properly and essential depar-
ture from the strategic objectives. In conclusiaithout a clear definition and
knowledge of critical success factors, performamemagement cannot function.
The benefits that the knowledge of critical sucdessors yields are reflected in
the selection of winning key performance indicat@isnination of measures that
are not based on critical success factors, empsolgrew the priorities and thus
their daily activities are associated with orgati@zal strategy, and the number of
unnecessary reports is reduced. Critical successri&are focused on specific ar-
eas and are precisely defined in contrast to ttaesfic objectives that may be of
a more general content. Critical success fact@slafined as key areas that need
to function in order for the businesses to progresglentifying the critical success
factors used are three basic theories (Skrinjari&ribn, 2013, p. 50):

— contingency theory,
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- dynamic capabilities theory,
- task technology fit theory.

These three basic theories indicate the need fandray between the business
environment and business processes. Organizastriaggy and structure must be
in accordance with its competitive environment. Biyric capabilities can be de-
fined as a set of specific and easily visible pss¢cand there should be harmony
between the tasks of business processes and ITa@@Bach hides a few draw-
backs such as its acceptance at the higher managéavels, and it's lowering of
the level of analytical sensitivity from top to bmn, but also the fact that in iden-
tifying the key factors it does not offer any fuethinstructions on how to create
excellence. Thus, CSFs have a good theoreticad Hasdi they can hardly be sepa-
rated from their research context, nor can theintveediately applied directly in
practice, and this leads to the need of applicaifogood practices.

The main success factors are lists of problemsspects of organizational
performance, which indicate the vitality of the anggation, state of the organi-
zation and success of the organization. Five thtdigy success factors are usu-
ally considered. The program can be any activitgjget, function or law that has
a purpose or represents a set of goals. Perfornmrapesures are tools that help
to understand, manage and improve the activitighebrganization. According
to (Bubleet al.,2010, p. 265) consideration of the effects of gerfance repre-
sents the beginning of the transformation of bussri@ocesses. One of the goals
of improving business processes is to determineetwnomic sense that the
changes will produce, but this is not possible withperformance measurements.
It is indicative that most organizations have stdt developed a system for meas-
uring performance, although many organizations mm@ainancial performance.
Such partial measurements and comparisons with etitogs are not sufficient
to develop the image of a business process, apdriicular to gain access to its
improvement, therefore it is necessary to meadueetkey performances: effi-
ciency, effectiveness and results (Buble, 20050).

Table 1 illustrates different definitions of busegrocesses by authors who deal
with these issues as well as their contributionnihgsiness processes are in question.

5. MODEL OF IMPACT OF CHANGESIN BUSINESS PROCESSES ON
ORGANIZATIONAL PERFORMANCE

The starting point for formulating the model of timepact of changing business
processes on organizational performance is fourtdarresults of previous theo-
retical and empirical research, and organizatioralls of the observed companies.
During the formulation of the model of impact ofatiges in business processes on
organizational performance, the author's reseaeshhased on the idea of linking
indicators of critical success factors of chanddsusiness processes with the per-
formance of business processes that is expresdetebyal and external standards,
which has been proven in a number of researchesidlis empirical studies have
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found differences in the selection of critical segs factors that are associated with
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process performance. Figure 1 shows operationatizsdEl.

Table 1. Basic definitions of organizational performance

Author
Enos

Definition
Organizational performance is an indicator and acg

Contribution:
dpefinition and selection

(2007) plishment of visible, specific, measurable, valuable|afdjuantitative indicators
personally measurable success.
Drucker Development of an organization is focused on imprndwmproving organizational
(2977) ing organizational performance; successful organizgerformance in order to
tions should solve their own problems and achieve |khieve key objectives
objectives. This definition can be considered the begin-
ning of the definition of performance, but it assumeps
that the goals of the organization are clearly defineq.
Parmenter | Organizational performance is marked and classifietkey indicators of organi-
(2010) as key result indicators of success through success zational performance

dicators, performance indicators or key performang
indicators - KPI. The main success factors are lists
problems or aspects of organizational performance
which indicate the vitality of the organization, state
the organization and success of the organization.

e
of

of

Franceschini,

Measuring organizational performance is about the

Observe all that measures

cess. Many take this for granted and don’t care be
they know that there are primitives who will with
a snap of a whip respond to the performance probl

Galetto, process of long-term and continuous monitoring ancf organizational perfor-
& Maisano |reporting on achievements, especially of the pre-dg-mance can relate to
(2002) fined objectives. Measures of organizational perfor

mance can be related to the type and level of the pfo-

cess, direct outputs and the results of these outputs.
Buble According to Buble, consideration of the effects of p@uantifying the economic
(2005) formance represents the beginning of the transfor- | sense of changes

mation of business processes. One of the goals of jm-

proving business processes is to determine the eco-

nomic sense that the changes will produce, but thig is

not possible without performance measurements.
Jeston If business performance is not measured, then you|dte importance of meas
& Nelis not manage your business. To measure performanperiag performance in the
(2008) to know and be able to make a decisions in certain|context of making a good

cumstances. business decision
Davenport | Operations/actions are important, but they are not gBroblematizes perfor-
(2004) ing to happen if all is not aimed at improving the promance issues

rause

eMms.

Source: own study.

In the operationalization of the first constructtoé model, indicators are cho-
sen that can be considered stable and unique Inlmaginess organization. The
other construct of the proposed model represerdgsntkdiating variabléhat
through internal and external measures descrileepdtformance of business pro-
cesses (Baron & Kenny, 1986, p. 1173-1186).
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Internaland external Customer satisfaction
benchmarks of busingss and financizl

Critical success
factar:

Change

Performance of Organizational
management of
b business performance
usiness 00 )
processes

Ornresses

Independent Mediating Dependant
variable variable variable
Figure 1. Theoretical model of the impact of business proeess

on organizational performance
Source: own study.

Mediation helps to find a response how the indepehdariable affects the
dependent one, whereby there are two mechanisnmdlwgnce: direct path X-Y
(changes of business processes, operationalizedgthcritical factors of BPM, in
relation to the performance of the company) andréatl path X — mediating vari-
able (process performance) — Y. Analysis of thér pabdels implies a valuation
method for the coefficients in the structural modéiich was originally proposed
by Wright (MacKinnon, 2008, p. 130). In the conamrtheoretical model only one
mediating variable will be used, which is why inigt necessary to use the method
of structural modeling, but the estimate of codéffits can be done through simple
assessment of partial effects, with the help adirregression equations.

The third construct describes the indicators ohoizational performance rep-
resenting the dependent variable of the proposedemdhe third construct in-
cludes indicators for measuring customer satigiacéind financial performance,
whereby these indicators are under indirect impédbdicators that describe the
performance of business processes, and direct tnypeaflected by indicators that
have been selected as key indicators of succesbuwdiness organization.

Mediating variable of analyzed model representsethodological innova-
tion. In conclusion, the theoretical model of thgact of business processes on
organizational performance consists of three caottrthat are individually de-
fined as dependent, independent and mediatingbtasiawhich are connected to
two indirect connections and one direct connectiath construct is described and
defined by means of selected indicators that aregbdhe empirical analysis sta-
tistically analyzed by individually and mutuallyfidirent statistical methods.

6. OPERATIONALIZATION OF RESEARCH VARIABLES

The indicators for both variables are derived @ldhsis of theoretical considerations
and offered models that are presented by (Beibdd.,2010, p. 235). This paper sets
the independent variable that is defined by indicabf change of business processes,
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which is operationalized on the basis of previowstpirically verified critical suc-
cess factors of business process changes, asdibfif@eston & Nelis, 2006, p. 34-
38). The dependent variable is defined by indicatdrorganizational performance.
Third, the mediating variable consists of indicattirat describe the performance of
business processes by using internally and extgmménted indicators.

Change management
of business processes

Leadership

Business process manager

Integration with the organizational strategy
Process architecture

Structural approach to the implementation of BPM
Influence of the human factor in change management
People and empowerment

Initiate and complete the project activities
Sustainability of performance

Realized value

Level of development of information technologies

S10)0B) SS829NS [e2N1ID
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| Index Offered | | |
statement 1 2 3 4 5
z

Figure 2. Shows the critical success factors that are staideexist in every business or-
ganization. Persistence of statements is meastpdrd Likert scale from 1 to 5
Source: own study.

Leadership may be regarded as an activity thaftesn oot in line with the
strategic guidelines of the CEO and where leadsrd to experiment with the im-
portance of the process in the organization. Lesdujgrin this context means to
have attention, support, funding and time of tteal&gs involved in the BPM pro-
ject. Of course, the representation of each ofethvéi vary with regard to BPM
maturity of the organization and leaders.

Business process manager is considered to be ader®f the team, em-
ployees, stakeholders and all activities. He mosspss certain skills for human
resources management and stakeholders, therefathauve a higher level of
knowledge than its predecessors.

Connection with organizational strategy aims to wealde to the implementa-
tion of organizational strategies and goals. Ifihlgject does not achieve the stated
goal then it is meaningless unless it is tacticplpnned as a short-term solution,
but such solutions can hide great dangers. Thenaaf#onal strategy is a common
work area where all present are focused on the gmals. To achieve long-term
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success BPM must be linked to organizational giyatetherwise this can represent
the main reason for the failure (Trkman, 2010,35%-134).

In terms of process architecture it discussesripoitance of the adoption of
the BPM concept and the existence within an orgaioia in which the BPM can
simultaneously work on multiple projects. Thenahsiders the existence or non-
existence and intensity of synergistic approactotasistency within the organiza-
tion to ensure the maximum benefit. Within the origation there must be a set of
agreed guidelines and instructions for procesdbsywise each part of the organ-
ization could act as an independent, which wouddl leo organizational incon-
sistency. Process architecture is much more themmies of procedural guidelines,
it describes the basic process principles withendlganization and a reference to
any changes in the organization that happen dB&M.

The structural approach to the implementation @ifess process manage-
ment without an agreed structured and systemagicoagph to the implementation
of BPM, which takes into account the organizati®siedtegy and how to carry out
the important aspects of behavior could jeoparthizeproject, increase the chaos
and increase the probability of impacts of assediaisks. Often in practice we
encounter a traditional execution of BPM projeaisiag from traditional man-
agement i.e. the logic of “common sense”. By theetlgpment and progress of
the process, there is an increase in pressure athtogical” steps lose their sys-
temic and structural approach which is neededlatafges of the process. The
influence of the human factor in the managementhainge is characterized by
people who execute / implement processes or impietgehnologies that are
managed by people. People who are in the procesepbshould be viewed as
owners or accomplices in the process activitiesthay are the ones who realize
the implementation of BPM projects. Considering hluenan resources manage-
ment and people change management, the questidmeiher employees will be
specialized in one thing or generally informed aballiactivities. The first ones
quickly react in a particular field of their spddation, while the second ones
provide greater flexibility to the organization@se of the main objectives of pro-
cess-oriented organization. Current studies hage/stihat it is best to have opti-
mized relationship between these two componentsidtiresources management
in the process concept of organization takes 2886 of project time, but in re-
ality, in practice, real time invested into managhuman resources is only 1%
despite the fact that it is often said that pe@ptethe greatest asset of the organi-
zation.

People and the organizational empowernaietérmines process activities that
significantly affect employees. Their roles canyvaignificantly with changes of
tasks and activities. Looking at this dimensiorC&F it is possible to assign roles
to the part of the available human resources ierdit the first time to be truly able
to manage processes entrusted to them. To makegingrthe entrusted processes
effective, this personnel should receive suppadutgh traditional training, but also
directed and thought one on one. People are tnelgteatest treasure of the organ-
ization and implementation of their activities shibwmiot be assessed until the system
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and file structure are not adapted in such a waupport the BPM projects. Only
then can we perform a quality assessment of empdoy@nce the processes, roles
of employees, structure and performance measustgmpe, employees can be
trusted to do their creative work. Initiation araiapletion of project activities — all
BPM initiatives within an organization must be latkto each other and once the
process activity comes to an end it is necessanyaice a review to ensure that the
newly gained knowledge and experience from onespt@an be transferred to an-
other project. We can learn a lot about the lifespiea project, especially where and
how to start, how to justify a particular busineggation and to engage stakehold-
ers. Business situation should not be regardeccaseax for getting finance, but the
main guideline for the implementation of all theus in the project. It is necessary
to ensure such business climate and the sequeraetiaties to ensure that the
knowledge and experience is not “lost” within thiganmization.

Sustainability of performance is determined by preject, which has
a certain life span, while the processes, if theyappropriately managed, will
continue to exist within the business environmesgreafter the termination of
process activities. The task of the project isdeliver” and "forward” the pro-
cesses of the business environment in a way thatderstandable and easy to
treat. The organization should establish a prostssture that will with its
internal capacity support the productivity of thegess.

Earned valués described by processes that are establishedlar to create
value that contributes to organizational stratddne project is completed only when
the targeted value is achieved, and when the vsalfwarded to the business en-
vironment so that business can support businegige$he task of a project man-
ager and project sponsor is reflected in ensuhagkistence of management struc-
tures for monitoring the value arising from thejpob. Also, it is important to pro-
vide as many of the so-called “quick wins” in thegess as possible. They should
be rational and sensitive, and should be evaluatddmplemented, and all stake-
holders need to be familiar with the benefits at#difrom the “short-lived victory.”

The degree of development of information techn@sglescribes the degree
of development of information technologies thateffthe capacity of the process
and determine the level of development and matwiftthe very process of the
organization. IT can have positive and negativea$ on the processes and process
organization. IT is considered an essential factothe process of streamlining
management costs, including time, especially imgiry times.

Figure 3. shows the mediating variable that hekgidnine the existence
of indirect links between the structural elemenitshe theoretical model. The
construct contains particles which measures théopaance of business pro-
cesses by using internal and external benchmarks.

Persistence of statements is measured at pointtlskale from 1 to 5.

By analyzing the performance indicators of busingssesses and grouping
them into two groups, internal standards and eatatandards, we can learn about
the entity's ability and the ability of managemedonstruct performance of busi-
ness processes represent the mediating variabthe pfoposed model.
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Figure 3. Mediating variable construct
Source: own study.

When considering indicators of the dependent viejate focused on meas-
uring customer satisfaction using the model memtibby (Szwarc, 2005, p. 28)
and it is based on three key elements taking iotoant the perception of product
quality, service, the way of managing customer daings and customer satis-
faction in recent points of contact with the compan

Figure 4 shows the model construct containing gagi organizational
performance. The construct contains particles thregasure organizational
performance of customer satisfaction and finanp&fformance. Persistence of
statements is measured at point Likert scale fram5L

Although commonly used are instruments by Servfoah 22 standardized
points to measure user satisfaction, service gquatid loyalty indicators in this
construct the emphasis is on managerial percepitatrwill get answers to the per-
ception of product quality, service, way of mangginstomer complaints and cus-
tomer satisfaction in recent points of contact wlia company. Indicators of finan-
cial performance will include the results of theemall operations of the organiza-
tion, which are available from publicly availablatd on the operations of large
enterprises. Financial performance of the orgaivizatill be analyzed using stand-
ardized indicators in the financial statementshsag liquidity ratios, rates of re-
turn, asset management indicators, indicatorslof m@nagement, profitability and
market indicators.
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Figure 4. Dependent variable construct
Source: own study.

7. CONCLUSIONS

During the effective BPM, the performance indicatahich are consistent with
the process goals are selected so that businessgses help in thinking how to
articulate in a simple way by using measurable Itedhe strategic goals that
organization should achieve. The key to improvingamizational performances
lies in the selection of financial and non-financreasures that should be treated
as mutually complementary values. Instead of chgpgnly one type of
measures (Kihn, 2010, p. 92-468), considers thanitial and non-financial
measures should be observed as complementary valibsugh some authors
(Amaratungaet al, 2001; Skrinjaet al, 2007; 2008; Kumagt al, 2008) proved
positive relationship between process orientationd aon-financial perfor-
mances, different levels and models of BPM showt pracess measures and
models of BPM have greater impact on higher leeélsrocess maturity.

So far, nearly all empirical studies prove the ihésat process-oriented or-
ganizations achieve better non-financial perforreanand then indirectly, better
financial performances too. The practical implioas of previous research gener-
ally confirm that the process-oriented organizachieves an advantage over the
competitive organizations, which confirms bettegasizational performances.
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Abstract:

The paper tackles with a still somewhat underdeveloped asipexdional competiveness which
regards to spillover effects stemming from spatial proxiwitizighly competitive neighbors. Alt-
hough spillover effects are well recognized in the literatweefocus more on inter-regional con-
centration of business activity when enterprises are locaganticular district which is not far
from the agglomeration center but not the center itself. ekcFor statistical significance of
spatial autocorrelation measures (local Mordnatistic) in order to identify spillovers between
districts in Central European countries (Germany, PolaneciCRepublic and Slovakia). We use
variables indicating Knowledge Intensive Services (KIS), inq@aer hi-tech KIS and information
and communication services (including computer science). We co2@@®ewvith 2015 to notice
agglomeration dynamics. We observe statistically signifigaitibger effects in Central European
countries in urbanization-type clusters as well as strenigidn@hthe effect over time. Taking into
consideration more detailed data for Poland we conclude that whéehKIS mostly spill over
to neighboring districts, the reverse pattern may be observed fputenscience (programming
and consultancy). One explanation is that this subsector oelieighly demanded workforce and
a prestigious localization (in the agglomeration centers) warkskargaining chip to attract pro-
grammers. In order to measure the spillover effects mooésphg it is recommended to define and
measure the neighborhood of agglomeration centers using localigbfions based on GPS co-
ordinates instead of centroids (geometric means) of distrizssshown in example of Poland.

Keywords: spatial agglomeration; spillover; regional conipetness; KIS; Central European countries
JEL codes R12, 031, 057

1. INTRODUCTION

The competitiveness of regions stems not only file&r own resources and poten-
tial, but also from the positive effects generdigdhe strong (in terms of economic
development) regions adjacent to them. It is rel&dehe occurrence of spatial and

1The paper came into being within research projectdéd by the National Science Centre, Poland (No.
2014/13/D/HS4/01715).
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functional interdependence of regions, as welhasikternal effects of spatial con-
centration of economic activity (agglomeration)lirding spillover effects (unin-
tentional spatial interaction when the developmgntacesses, knowledge, produc-
tivity, innovations and so on spread between naighlg regions). In fact — accord-
ing to Marshall (1920), Hoover (1936) and Jacol868) — the basic premise of the
spatial proximity and concentration of economid\dist is that it can be beneficial
due to agglomeration externalities to the overadn®my as well as to sectors and
firms clustered in a particular location (PrageffBisse, 2012). This includes ag-
glomeration externalities associated with the flidfvknowledge, human resources
(Acs 2002, 2005), or internationalization of seegiclt should be noted that spatial
agglomeration (identified at low levels of dataagdjgregation eg. districts) as well
as its externalities spread outside the boundafid¢erritorial units. This is why
inter-regional effects of agglomeration (spilloesects) should be taken into con-
sideration by analyzing the comprehensive regicoaipetitiveness.

However, the strength and direction of the spatbatelation of the adjacent
areas is different — in some regions strong spli@ffects can be observed while in
the others reverse processes — ie. diminishingpgpis — occur (centripetal effects
of agglomeration centers). The challenge is theegfm measure the effects of spill-
ing over of such development impulses includingwdedge, entrepreneurship, for-
eign tourist flows and other effects of agglomenatf economic activity. In partic-
ular, the questions arise: how to measure intapned spillovereffects with regard
to knowledge and intellectual capital, what is sfi@ngth of those effects, and in
which direction the phenomenon takes place in regad Central Europe.

We employ the explorative spatial data analysisX&Bapplying spatial sta-
tistics of autocorrelation (local Moranfsstatistic) under the so-called Local Indi-
cators of Spatial Association (Anselin 1995, 20bh0)rder to measurgeographic
spillovers along with PQStat software for spatialgsis.

We use the data collected by National Central Stesil Offices of Central
European countries at district level (the numbegraerprises registered in a given
section and division of the NACE classificationhe tStatistical Classification of
Economic Activities in the European Community), leefing Hi-tech KIS
(Knowledge Intensive Services), in particular I@if¢grmation and Communica-
tion Technologies) for the period of 2009-2015. Aiddally we use the full data-
base on individual firms registered in section Pofish Classification of Activities
(PCA, which is equivalent to NACE) within “food s#zes activities” (division 56)
in order to determine the “real” centers of agglomtien in each district — instead
of using their centroids — in measuring the neighbod and spatial autocorrela-
tion. We use geostatistical information (GPS camaiths) of the enterprises (de-
rived by geocoding their location on the basismoh$’ addresses) in order to obtain
the accuracy of the results in measuring the neididnd.

The rest of the paper is organized as follows.i@e@& provides an overview
of the literature on regional competitiveness essalt of agglomeration economies.
In particular we discuss how spatial concentradioeconomic activity, spatial prox-
imity, and spatial interdependency affect regioocampetitiveness of territorial
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units. We give a special importance to agglomenaéigternalities and effects as

drivers of inter-regional competiveness. It isdoled by Section 3 that shows the
impact of Knowledge Intensive Services on regi@oghpetitiveness. Section 4 de-

scribes the research methods and data sourcemrSggiresents the research and
results. It shows spillover effects of agglomemaginenomenon reflecting inter-re-

gional competitiveness of Polish districts. Theafisection concludes and draws
implications as well as shows limitations and farthesearch directions.

2. REGIONAL COMPETITIVENESS AS A RESULT
OF AGGLOMERATION ECONOMIES

The ability to compete, that is, to act and surviva competitive environment, can
be considered within many aspects. Territorial fjajaaspect of competitiveness
is of growing interest in the literature. The cornipgeness of municipalities, cities
and counties as spatially separate parts of thenst economy (Gorynia
& tazniewska, ed. 2009, p. 52; Enright & Newton, 200/w&h & Ritchie 2000;
Hall 2007) is frequently discussed. The competitess of territorial units refers to
many theoretical and methodological aspects. Itdnds with the diversity of ways
of defining and operationalizing the notion of catifiveness (the attribute and
process understanding of competitiveness, recogndf its side effects from the
perspective of its factors, the distinction of nlpendent concepts of competitive-
ness in the strict sense, ability to compete amapatitive position).

In today's regional competitive processes, simahkas competing of busi-
nesses and environment in which they operate icaaiile (Markowski, 1999,
p. 102). The competitiveness position of businedsp&nds not only on their own
actions but also on the efficiency of the terrdbsocio-economic systems. Com-
petitiveness of areas is therefore of an indirattire (providing conditions to com-
pete of various entities functioning in a givenagrand direct (competing of terri-
torial units in attracting investors or touristeraj with income and other benefits
for the region (Nawrot & Zm§lony, 2009, p. 65)).

The comprehensive analysis of the competitivenésseaas diversifies and
verifies both comparative and competitive advantafiespatial units (Dwyer
& Kim, 2003; Crouch & Ritchie, 2005; Vanhove, 201there the first refers to
the available resources of the area (tourist atbexwess, location, intensity and di-
versity or specialization of spatially concentragmdnomic activity, etc.), and the
latter to how they are used (land management). Mewé contemporary regional
studies, there is a growing need to take into aucthe neighborhood of territorial
units (spatial interdependence) and its importanagreating conditions to com-
pete. An example could be the last survey conduuyettie Central Statistical Of-
fice for the tourist attractiveness of the Polis$tritts where measures of regional
attractiveness were constructed taking into accthumtspatial proximity of dis-
tricts. This had a significant impact on the resg@US, 2015). Furthermore inter-
regional agglomeration effects in tourism as spatiaractions between Polish dis-
tricts were investigated within this context by Eagka (2015).
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The externalities specific to the agglomeratiorats concentration of eco-
nomic activity) and drivers of the phenomenon wiateoduced to the economic
literature by Marshall (1920), Ohlin (1933) and kep (1936). Since the 1920
study by Marshall, the variables traditionally ciolesed as sources of the agglom-
eration economies are as follows (Prager & Thige&2, p. 27): 1) the availability
of business services (sharing), 2) the presenspedialized labor (matching), 3)
the emergence and spread of new ideas (learnind)4nthe supply of modern
infrastructure (sharing). According to the traditidblocalization theory, firms con-
centrate around low-cost and/or high-demand lopat{Baum & Haveman, 1997).
Lower transaction costs lead to competitive advgaend equally to other effects
of agglomeration such as: diffusion of knowled@enfation of firms offering com-
plementary services or formation of social and fhess networks Krugman, 1991;
Ottaviano, 2011. Apart from the cost factors, aponant role in the localization
decision is played by the demand (large and growiagkets), and a circular cau-
sality can be noticed in the form of feedback retet between the firms’ concen-
tration and the growing markets. The increase @figability due to localization
decisions becomes a source of competitive advantdmgeability to communicate
through informal channels which promotes physicakpnity between companies
and consumers also contributes to the competitivar@age. The result of the links
between entities, interactions and knowledge tearisfa positive correlation be-
tween the agglomeration of economic activity anodpictivity (Duration & Puga
2004). It is also argued that for example innovatioproving the competitiveness
in the hotel sector is derived not directly fromreepatial proximity of firms in
the same industry, but from the formation of a sgdegroduction environment
(Rodriguez-Victoria, Puig, & Gonzlez-Loureiro, 2016

The positive agglomeration effects resulting frdra toncentration of eco-
nomic activities are transmitted both within andWeen industries. Therefore, alt-
hough the agglomeration economies may be groupedrous manners, in the
contemporary literature two main different typesagfjlomeration economies are
distinguished: specialisation (localisation) anekdsity (urbanisation) externalities
(Acs, 2005; Beaudry & Schiffauerova, 2009; Knoli#31()9). The localisation econ-
omies usually take the form of Marshall-Arrow-Ron@AR) externalities, which
operate mainly within a specific industry. The ligation economies are the ad-
vantages that firms in a single industry (or acgetlosely related industries) gain
from being placed in the same location. These pterpositive externalities and
thus economic growth within industries. The sectypk, the so-called Jacobs’s
externalities, work across sectors and stem frdotal variety of producers (Ja-
cobs, 1969); they refer to the so-called co-aggtatn, i.e., the tendency of dif-
ferent industries to locate near each other (Elligélaeser & Kerr, 2007; Kolko
2010). In Jacobs’s view, it is the industrial dsigy (heterogeneity) rather than
specialisation that is seen as the most imporémgidnal growth factor (Acs, 2002).
Thus, the urbanisation economies are the advantagesd by firms, regardless of
the sector, from being located together.
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As the consequence of localised sources and thensatyes of agglomera-
tion, regional clusters, defined as the concemnatif economic activity, emerge.
They differ in regard to the scope and the scath@fpatial concentration of the
economic activity as well as spatial interdependEnin neighborhood. The spa-
tial concentration of economic agents itself doesmecessarily involve strong
linkages and interactions among them. Nonethetbgsprobability of such ties
increases with the growing number of agents andddwrease in the distance
between them (Brodzicki & Kuczewska, 2012, p. 62).

Previously and recently researchers have explandccammented the im-
portance of spatial concentration of firms and spgiroximity in enhancing
innovation (including regional innovation systemgijoductivity, diffusion of
knowledge, formation of social and business netwakd other positive ag-
glomeration effects (Acs, 2002; Duranton & PugaQ£0Asheim, & Gertler,
2004; Sgrensen, 2007; Weidenfeld, Williams & Byt010; Prager & Thisse,
2012). However there is still room to analyse gapbical/spatial and method-
ological context of agglomeration phenomenon whishaccompanied by
spillover effects and their impact on inter-regional competiess. The need
to analyze the competitiveness in a wide interaoegl context stems from the
presence of spatial externalities resulting inlepér effects between neighbor-
ing regions. It is conveyed through such channglsha flow of knowledge and
human capital, technology transfer, or investments.

It is often argued that innovation is created amstained through a highly
localised process as exhibits strong geographicatering in areas where spe-
cialized inputs, services and resources (includimgpetition, interactive learn-
ing or institutional conditions) necessary for theovation process are concen-
trated (Asheim & Gertler, 2005; Wolfe, 2009). Moveo in the rapidly chang-
ing knowledge-based economy innovation processaset on creative use of
various forms of knowledge (Vinding, 2002; Alve®§0Z). Innovation “remains
fundamentally an application of knowledge” (Schagevolery, 2007, p. 64),
which is best achieved through networks that sexséoth repositories and
generators of innovative ideas and information.

At the same time it should be mentioned that okerytears the concept of
innovation has changed towards more interactiveutative and cooperative phe-
nomenon (Rothwell, 1992; Aralica, &4, & Radi, 2005). Inter-organisational in-
teraction and related external knowledge is betideesupport innovativeness (Co-
hen, & Levinthal, 1990; Muller & Zenker, 2001). Bhis consistent with the con-
cept of “open innovation” (Chesbrough & Garman, 200hich — in contrast to the
process of internal innovation — focuses on pauditton and collaboration of ex-
ternal firms (customers and suppliers) in genegatimovative ideas. Suppliers’
knowledge can also be used to streamline decisiakisrg processes through align-
ing customer requirements with supplier capabdi(®hu Mei Tseng, 2009). The
innovation process is by its nature knowledge-isitexy therefore innovations rely
to a large extent on the presence of knowledgeite services (KIS) (OECD
2003, p. 26). Thus with the rapid development &rimation and communication
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technologies (ICT) and other knowledge-intensiveises (KIS) a significant re-
search direction emerged — as knowledge transfepaitial concentrated areas is
vital to innovation, and for competitiveness.

3. THE IMPACT OF KNOWLEDGE-INTENSIVE SERVICES
ON REGIONAL COMPETITIVENESS

KIS is defined as services that involve economiividies which are intended to
result in the creation, accumulation or dissemaraf knowledge. Following
Miles et al. (1995) and den Hertog (2000), ICTs@mesidered one of three major
knowledge-intensive services (KIS) sectors.

The service sector is divided into: knowledge-istea services and less
knowledge-intensive services according to the apgraefined as a method which
classifies production and service activities inadance with the intensity of R&D
(expenditure on R&D / value added). This approachdsed on The Statistical
Classification of Economic Activities in the EurgmeCommunity - NACE.

The following sectors of NACE are included into KIBost and Telecom-
munications, Computer Science, Research and Denadop Water Transport,
Aviation, Real estate, Rental of machinery and pougint, Other business ac-
tivities, Financial intermediation, Education, Hihatare and Social Assistance,
Cultural activities, Recreation and Sport.

An important subgroup of knowledge-intensive sessics called high-tech
KIS. The group includes: Post and Telecommunicati@omputer Science, Re-
search and Development. Computer Science (dive2anf section J within NACE,
ie. computer programming and consultancy) can leatifled as ICT services.
Other services are classified as less knowledgséie.

KIS-providers play a special role in innovation tgyss, and therefore in
enhancing regional competitiveness. They serveasces of innovations (initi-
ating and developing innovation activities in cliemganizations), facilitators of
innovations (supporting the innovation processrodaganization) and as carriers
of innovations (aiding in transferring existing kmedge so that it can be applied
in a new context) (Miles et al., 1995). Thus, usiKi§ enables firms to conduct
their own innovative activities. In particular, 1&Ise constitutes not only an in-
novation in itself but also enhances the innovatioocess by shortening dis-
tances and saving on costs and time, as well dgdtng information transfer
and the promotion of a higher quality of decisioakimg (Vilaseca-Requena et
al., 2007; Czarnitzki & Spielkamp, 2003; Amit & ZpR001). There is a general,
strong preference for locally provided KIS (OECDQB). The evidence of local
sourcing (location of KIS-related providers) maypart the importance of geo-
graphical proximity and the generation of clustemg networks in strengthening
the innovative system in which the firms operategA2002).

Innovation policy focuses on stimulating innovatiees or enhancing the
ability to adopt innovations developed abroad. Buiths rely heavily on possibil-
ities to broaden the intellectual capital in a doyior region. Developed countries
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or regions are in clear comparative advantage eigher level of intellectual
capital enables faster rate of both technologytimea@and adoption (as endogenous
source of growth according to P. Romer, P. Aghiath R. Howitt). Less developed
countries (LDCs) need first to develop intellectaapital to be able to take the
benefit of existence of innovative production fastdespite the comparative dis-
advantage in innovation many LDCs implement poicdéned at development of
highly technologically advanced products (eg. libter nanotech projects) what
results in insular type of development in regiorfsere hi-tech “isles” neighbor
traditional production of low-tech goods (Kubiel@®09, p. 277).

In Poland, for example, which in the context ofamation should be classified
as a LDC, innovation policy is also conducted taisaupporting the development of
high-tech products. However, it is worth notingt tha requirements of EU programs,
which constitute a significant source of fundsiforovation policy, require that the
support is not provided directly to innovators, lsuthanneled to support the devel-
opment of innovative business environment — sudec®ology parks, incubators,
clusters, etc. Despite low evaluation of effectegnof the funds, the development of
the business environment secures that the aidtgaks companies which existence
is due to market forces — the demand for advanamalipts and services and supply
of innovative ideas (intellectual capital) — and doe to government support. In the
Polish case, this means primarily the developmesgiwices based on ICT.

4. MEASURING SPATIAL CONCENTRATION AND SPILLOVER
EFFECTS AS INTER-REGIONAL AGGLOMERATION

The occurrence of inter-regional spatial conceignatie. agglomeration phe-
nomenon including spillover effects as well as graus of local spatial relation-
ship between the territorial units (regions) candemtified using spatial statistics
(Anselin, 1995, 2010; Kopczewska, 2011; P4ez & $$S@f04; Schabenberger
& Gotway, 2005), in particular Local Indicators §patial Association (LISA)
within exploratory spatial data analysis (ESDA).

In a general approach to modeling spatial associdiere are two exploratory
techniques for the local analysis of spatial asdimi, namely Getis and Ord’s dis-
tance-based statistics (Getis & Ord, 1992; Ord &is5&995) and Anselin’s (1995)
local decomposition of a global statistic of spadssociation (Paez & Scott, 2004,
p. 55). The local Moran's statistic belongs to the most common (within LISA)
measures of spatial interdependence (autocorre)atfcspatial variables in neigh-
boring regions, and thus allows the identificatminspatial autocorrelation pro-
cesses (Anselin, 1995; Schabenberger & Gotway,)2005

It has been successfully used in the research atiasgistribution of tourist
flows, formation of clusters in tourism and spasaillover effects in regional
tourism growth as well as the issues of spatiaraxttions between tourism des-
tinations (Yang, & Wong, 2013; Yang & Fik, 2014; Mg Fik, & Zhang, 2016).
In particular, Majewska (2015) identifies and erngaily measures interregional
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effects of spatial agglomeration in tourism consitg the occurrence and
strength of geographic spillover effects in Poland.

Local Moran’sgl; statistic is weighted correlation coefficient useddetection
in the random distribution of the variabfeof deviations with spatial characteris-
tics. It allows to determine whether neighbourimgas are more similar to each
other (in terms of variabl¥), than would result from the stochastic naturé¢hef
phenomenon studied (Mora and Moreno 2010). Morastsitistic is expressed by
the following formula (Anselin, 1995; Schabenbergdggotway, 2005, p. 24):

(xi — X) Xij=q Wi (% — X)
ST - 07/n @)

Ii =

where:
xi(x;) - value of the variablX in the region(j),
n - number of regions,
X - the arithmetic mean of the variabie
wi - elements of the spatial weights mawik(line standardization) be-
tween units and;.

Local Moran'sl; statistic is based on a neighborhood matrix (tteiabplag
operators W). A spatial weights matrix W is simplymatrix (1 X n) containing
weightsw;; that describe the degree of spatial relatedngss@ntiguity, proximity
and/or connectivity) between units of analyistedj (Paez & Scott, 2004). There
are different ways of defining the neighborhood andding spatial weights ma-
trices (Griffith, 1996; Paez & Scott, 2004) whiabn one hand, is its limita-
tion/weakness due to the sensitivity of the statish the type of spatial weights
matrix (neighborhood matrix). On the other han@llihws to modify and improve
the measurement results due to the possibilityotoect the neighborhood matrix
using GIS (GPS coordinates) as proposed previdivdyewska, 2016).

The rules of neighbourhood used in the local Mastatistics (and other
indicators of spatial association) often operate¢hendistance between the cen-
troids of adjacent territorial units (Anselin, 199G8chabenberger & Gotway,
2005; Lloyd, 2010). Then the neighbours are regimhere the distance between
the centroids of districts, that is, their geonwtréntres, regional capitals, cen-
tres designated on the basis of location data tfiesn (GPS coordinates), etc.
does not exceed a specified numbdef km.

In this study we use both: 1) centroids (for theolehgroup of districts of
Central European countries) and 2) central tenésmafi the localization of enter-
prises (for Polish districts) as centres of agglatiens — the data in the latter case
were only available for Poland. It should be ndtet GPS coordinates of individ-
ual enterprises allow to determine the centresstfidts more precisely comparing
to centroids — as they are closer to the actudbaggration processes in the regions.
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5. INTER-REGIONAL COMPETITIVENESS — AGGLOMERATION
AND SPILLOVER EFFECTS ON THE EXAMPLE
OF CENTRAL EUROPEAN DISTRICTS

The research was performed with respect to theasbf four Central European
countries, ie. Germany, Poland, Czech Republicsiodakia (N = 960 of territorial
entities) and based on the data collected by QeBitatistical Office of each coun-
try for the period 2009-2015, describing the contipeness of regions form the
perspective of spatial agglomeration effects. lmghudy, we used three variables
as: 1) the share of information and communicatAGE section J) in total num-
ber of firms registered in a given district of GahtEuropean countries as well as
2) the share of Hi-tech KIS and 3) the share of iI€Total number of firms regis-
tered in Polish districts — as a special case withé Central European countries.
It should be mentioned that two of the six subgsctat the division level) domi-
nated the information and communication servicetosdn the EU-28, namely
computer programming and consultancy (Division 88) telecommunications
(Division 61). These two subsectors generated diogbree quarters (71.1%) of
sectorial value added (Eurostat Statistics Expthi2016).

In measuring the neighborhood and spatial autdetior we use two ap-
proaches. First, for the whole group of distrint€entral European countries we used
geometric centers of districts (centroids). Themsadering Poland as a special case
study we use GPS coordinates of enterprises (gederdth a dedicated tool to geo-
code their addresses). The central tendenciegdbdalization of firms were desig-
nated by calculating mean latitude and longituderdioates to represent centers of
agglomeration in each of 380 Polish district. lis tirticle GPS coordinates of entities
registered in Section | of PKD as “food servicesvdes” (division 56, N =96 775
firms) were used as an approximation of spatiatentration of economic activity.
On this basis, new spatial weights matrices weitediowing to determine local Mo-
ranl; statistics and investigate the occurrence of @pdd¢ipendencies of neighboring
districts in relation to KIS (high-tech KIS and IEThose variables reflects the exist-
ence of positive agglomeration externalities witiah spilling over the neighborhood
and enhancing inter-regional competitiveness ofaeial units.

The neighborhood matrices were defined by the sadfuthe distance be-
tween the centers of districts (d = 25 km). Theyeaset, on the one hand, as geo-
metric means (for the whole group of districts wit@entral European countries)
and, on the other hand, as central tendenciethdeaverage value of GPS coordi-
nates of enterprises of section | and divisiondagted in each district in Poland.

Maps below (figures 1-2) present the results ofigpautocorrelation statis-
tics — Moran's locdl — obtained using PQStat software with regardsstridis of
Central European countries. Statistically significaalues of the statistic are pre-
sented for 2009 and for 2015 in respect to theesbhinformation and communi-
cation (NACE section J) companies in total numbdirms registered in a given
district.
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Figure 1. Significant local Moran’s; statistics in relation to the share
of section J (information and communication) iratatumber of economic activities
registered in districts of Central European coestin 2009 (p < 0.01).
Source: own work based on data collected by Central StaltiSfiitees of Central European
countries with the use of PQStat software.
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Figure 2. Significant local Moran’s; statistics in relation to the share
of section J (information and communication) iratatumber of economic activities
registered in districts of Central European coestin 2015 (p < 0.01).
Source: own work based on data collected by Central StatiSfiitees of Central European
countries with the use of PQStat software.
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A comparable number of statistically significardgtdcts in 2009 and 2015 years
may be noticed (93 and 92, respectively), but aittitial period of the study they
occurred mainly in the south-western part of thalyaed group of countries (Ger-
many) — Ruhr agglomeration with Essen and Cologimagglomerations of: Stuttgart,
Frankfurt, Nuremberg and Munich. Especially wottieration is that almost no clus-
ters of districts with similar high values of sted Section J enterprises in the eco
nomic structure occurred in Poland (spillover @8dn this period related only the
capital city of Warsaw). In 2015 eastern and sauthegions, ie. in Poland (Warsaw,
Pozna and Wroctaw) and Slovakia (Bratislava agglomeraticegion of Nitra,
Trnava, Banska Bystrica and Kosice) gained in irgome at the expense of Germany.

A small number of clusters of districts charactediby a high share of infor-
mation and communication services sector in the@@enc structure of districts in
Poland and the Czech Republic is due to the lowameevalue of these shares
compared with Germany and Slovakia (see. tableiel)Jower importance of
Knowledge Intensive Services in the economy.

Table 1. The average value of shares of Section J entesgrighe economic structure of dis-
tricts based on the number of entities registeralddse districts by section in 2009 and 2015

Average share of section J (information and communication)
Country in total number of firms in districts
2009 2015
Germany 2.89% 2.80%
Poland 1.42% 1.87%
Czech Republic 2.07% 1.35%
Slovakia 2.97% 3.98%

Source: own work based on data collected by CeStadiistical Offices of Central European countries.

In the next step, values of Morat'statistics were calculated using only data on
Polish districts to check for the occurrence olleger effects of knowledge-intensive
activities in these regions exclusively. The resaite shown below on a map (figure 3).

In addition to previously designated clusters iglagerations of Warsaw,
Pozna and Wroctaw, clusters of high values of the sharfeSection J enter-
prises in the economic structure of the distri¢s® aevealed in agglomerations
of Krakéw, Gdask, Rzeszéw and Silesian conurbation. These arasateat
create positive neighborhood externalities incregghe competitiveness of the
whole regions they are located in (innovative dtig¢ associated with
knowledge-intensive services spill over to the heigrhood). These centrifugal
effects strengthened over the six analyzed yeaegglomerations of Krakow
and Wroctaw, decreased in case of Bydgoszcz andutreunding districts.

Moreover we take into consideration others variatiteg Polish districts,
namely: 1) the share of Hi-tech KIS and 2) the sh&rICT in total number of
firms registered in Polish districts. Maps belovwg(fes 4-5) present the results
of spatial autocorrelation statistics (Moran’s Ibkga
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Figure 3. Significant local Moran’s li statistics for two #fent points in time
(2009 (a) and 2015 (b)) — in relation to the shdrgection J (information
and communication) in total number of firms in Bbldistricts (p < 0.01)
Source: own work based on Central Statistical Office datative use of PQStat software.
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Figure 4. Significant local Moran'’s |i statistics for two f#fent points in time
(2009 (a) and 2015 (b)) — in relation to the shudrdi-tech KIS in total number

of economic activities registered in Polish digsip < 0.01)
Source: own work based on Central Statistical Office datative use of PQStat software.
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Figure 5. Significant local Moran’s li statistics for two €#frent points in time
(2009 (a) and 2015 (b)) — in relation to the shdrCT in total number
of economic activities registered in Polish did#rifp < 0.01)
Source: own work based on Central Statistical Office datatiwe use of PQStat software.
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We observed a statistical significant tendencyuster by neighboring districts
similar to each other by the high values of theseuariables (share of Hi-tech KIS
providers and share of ICTs providers in the totahber of enterprises registered
and localized in a given district). It means thatre are spatial interrelations between
some districts and in some cases we can obserrer@giional effects of agglomera-
tion phenomenon that reflect spillovers with regar&lS-based measures.

Taking into consideration Hi-tech KIS variable litogild be noted that there
are 8 main centers of inter-regional competitivenediere agglomeration and
spillover effects can be observed, such as agglomerationssawa Pozni,
Wroctaw, Tricity, Szczecin, Krakéw, Silesian conation and Rzeszéw — on the
south-east part of Poland. Comparing the resulteaafl Moran’sl; statistics be-
tween 2009 and 2015 it can also be seen that wpilleffects grew broader and
stronger for the district of Krakow (Krakéw itseétf 2009),Zyrardéw (south-west-
ern part of Warsaw agglomeration) and Oftawa (Wrectaglomeration). Con-
versely, the disappearance or weakening of thiogpil effect was observed in the
case of Bydgoszcz and the district of Bydgoszcd,Zelona Géra, and Nowa Sél.
The effect of a “sucking in” in the case of RzeszAivd Rzeszow district in relation
to the surrounding districts (straywski) is also worth noting.

The disappearance or weakening of the spillovexcisfis even clearer in re-
lation to the share of ICT providers in the econostructure of districts (Silesian
conurbation, agglomerations of Rzeszé6w and Szckdaoicreasing spatial interde-
pendence is apparent (but in the narrower numbeeratorial units) in eg. of
stronger Wroctaw and trzebnicki districts with weakemaining districts of
Wroctaw agglomeration, or in Warsaw agglomeratidrere the situation is simi-
lar). The opposite tendency was recorded in Kragglomeration — the strength-
ening interdependence in an inter-regional clustenposed of Krakéw and the
Krakow district. Inter-regional effects of KrakOwglomeration and spillover im-
prove the competitiveness of the whole area, inotudistricts located within fur-
ther radius from the center of the agglomeration.

6. CONCLUSIONS, LIMITATIONS AND FURTHER RESEARCH

In the study we tested spatial autocorrelationeigimboring regions with regards to
variables on KiS-oriented measures using the exampfour Central European
countries (Germany, Poland, Czech Republic andaRlay. The methodology based
on local statistics of spatial association and @&&dinates (used only in case of
Poland) allowed us modelling agglomeration procesas the main implication of
the study within methodological context we ideetifispillover effects in neighbor-
ing regions as indicators of highly competitivetiigss in Central European coun-
tries. However it should be noted that we do neeoke any cross-border agglomer-
ation, ie. the phenomenon of spatial agglomeratidhe international context.
Under the cognitive effects of our study we obsdrtleee types of spatial
association effects taking into consideration cleanig time (2009 vs. 2015): 1)
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strengthening spillovesffects with regards to information and communmasec-
tors (eg. Warsaw and Wroctaw agglomerations asageBratislava or Kosice), 2)
diminishing spillovers (centripetal effects of agigleration centers — eg. in Nurem-
berg, Prague or Rzeszéw in the south-east paxlahg), and 3) dispersion effects
e.g. in Wolfsburg in Germany or in Polish Bydgoszcz

The results of the study indicate inter-regionahpetitiveness of territorial
units in Central European countries, which areiggimomentum due to the phe-
nomenon of positive spilloveffects of spatial agglomeration. This applies fyain
to clusters of urbanization — cities — that crehtefunctional relationship of vary-
ing strength and range with the surrounding distrithis reflects a trend of hi-tech
KIS companies to locate in the vicinity of largéeas. However, it is different with
regard to the ICT sector where spillover effectsstiyodisappear over the years
2009-2015. This demonstrates the high bargainimgepof IT employees who are
not necessarily interested in commuting outsidecttyeof residence.

The results may optimize localization decisions gedmarketing of en-
terprises as well as planning and management tofats(administrative units).
Regions whergeographicspillovers are the main driver of the development
should combine marketing activities with the regidhat generate spillovers.
Such collaborative marketing is necessary to enhamnpetitiveness of re-
gions without important resources or developmenepisal but localized in the
vicinity of strong regions generating spilloveffects

The main limitations of the research are applidd A measures (local Moran
li statistics) which are sensitive to the localizatisize and shape of the analyzed
territorial units (determining neighborhood). Thimsprder to measure the spillover
effects more precisely it is recommended to dedimé measure the neighborhood of
agglomeration centers using localization of firmasdd on GPS coordinates instead
of centroids of districts — as shown in examplé€ofand. It seems to be of special
importance in case of districts in East Germanyctviare much bigger in size com-
pared to those located in west part of the couifitnys, potential spillover effects (of
eg. Berlin) could not be captured as many centrafigeighboring regions were far-
ther to each other than the range determined imidéhe neighborhood.

Additionally, the spatial interrelation of neighbug regions seems to be de-
pendent on various regional features. Thus, inkdapsessment of the existence,
strength and direction of spillover effects usiage-study analyses of different ag-
glomerations may be required to compliment theupéect
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Abstract:

The main objective of the article is to investigatey entrepreneurs from the Mazovian region are
not eager to apply for the EU funds. The authdrecthe following research questions: Why are the
entrepreneurs reluctant to apply for the EU funds® Kif) has the situation changed comparing the
2007-2013 and the 2014-2020 perspectives? Whatdshewchanged from the side of the EU per-
spective? In the research a qualitative methodeetinterview with entrepreneurs — was used. 171
entrepreneurs were interviewed. Purposive sampliagl used. The authors chose the companies,
which fulfilled the following conditions: they wemeterested in applying for the EU funds; they had
experience in getting support from the Europearoiinihey perceive themselves as “innovative”.
All enterprises were from the Mazovian region idaRd. It was stated that a large number of com-
panies wants to apply for the EU funds, but they oeda it due to many factors such as the necessity
to include own funds; no interest to participataity project; the willingness to purchase the appa-
ratus or appliance or too high bureaucracy. The Wagtto make the EU funds available for the
companies is to meet their problems and expectafist. It should be done in the form of consulta-
tions between the government and business wortth &nsultations would bring ideas, which topics
should be included into the proposed programmesofiginality of this work lies in studying factors,
which make the entrepreneurs from the Mazoviaroregnpossible to apply for the EU funds. It is
very important to recognise them as the 2014-2@2§pective offers a huge amount of money, which
could be well spent by the entrepreneurs, if theyagad with hampering factors.

Keywords: the Mazovian region; entrepreneurship; EU funds; reluctgmogect proposal
JEL codes L26, L38, 022

1. INTRODUCTION

Entrepreneurship plays a significant role in theiety (Clark, Guy, 1998; Griffith
et al, 2004; Acst al, 2004; Audretsch, Keilbach, 2004; Leteal, 2010; Staniew-
ski et al, 2016). First of all, it contributes to the implentation of innovations



66 Ludmita Walaszczyk, Beata Belina

(Grabheret al, 2008; Shneider, Veuglers, 2010; Stoner, 2011 ;riyaru, 2011;
Bettiol et al., 2013; Badaska, 2016). In order to facilitate the developnahin-
novations by enterprises, in the 2014-2020 perapsttte European Union proposes
to undertake a lot of various initiatives, whickeseto be very attractive for benefi-
ciaries. In Poland there are, among others, ndtmmegrammes (Infrastructure and
Environment, Smart Growth, Knowledge Education Dgwaent, Digital Poland,
Eastern Poland, Technical Assistance), regiongrpromes (16 programmes — one
for each region) and European Territorial CooperaBRrogrammes.

The Mazovian Region is perceived as one the mogeldped (Annoni,
Dijkstra, 2013). This is a region with the highastount of foreign capital. This
mainly so because the capital city of Poland — \Alars belongs to this region.
Moreover, in the region there are 17.3% of innoxagnterprises. The position of
the Mazovian region is similar to regions from &d members (Dziemianowicz
et al, 2012). On the other hand, more than 73% of imaests are financed from
own funds of entrepreneurs. It seems that the suphahe EU funds could im-
prove the level of the entrepreneurship in theaegi

Therefore, in order to promote the innovativenesthe region, there is the
possibility to use funds, among others, from thgiB®eal Operational Programme
for the Mazovian District 2014-2020. The basic adfnthe Programme is to
strengthen innovativeness, competitiveness anémmeineurship of the Mazovian
region. It is planned that 23% (c.a. 491.5 millBdR) of the programme budget
should be directed towards entrepreneurial devedopnThe emphasis is put on
the R&D — business links, higher engagement ofrprises in R&D activities and
the application of innovative products in companies

The programme offers the project calls, which &anglly linked with regional
“smart specialisation strategies” (European Comimiss2014; Rusu, 2013;
Jucevtius, 2014; Capello, Kroll, 2016; McCann, Ortega-ifag, 2016), i.e. the ar-
eas particularly popular and important in the ragibhe programme promotes the
projects supporting these smart specialisatiorthdiMazovian region there are four
smart specialisations distinguished: high qualityife, safe food, intelligent man-
agement systems and innovative services for busirgsected smart specialisa-
tions for the Mazovian region result from the Regiblnnovation Strategy for the
Mazovian District till the year 2030. This is thadic document for the units, which
want to apply for funds. It includes directionsttblaould be included in the projects.

In total, in 2016 there are nearly 50 project chdlsentrepreneurs. The scope
of the support is huge. The funds are offered teepneneurs for the development
of innovations and investment in the area of R&MDailks to the EU funds the
Mazovian region wants not only to integrate scfengnvironment with enter-
prises, but to strengthen economic potential irréiggon as well.

Apart from regional programmes, entrepreneurs ftbenMazovian region
have the opportunity to apply for national fundsiimhy from the National Centre
for Research and Development or the Ministry fov&@epment. Such an interest-
ing and rich offer should attract entrepreneunsse funds for the improvement of
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their activity (Tloczynski, 2016; Massinet al, 2016; Scholleova, 2014). Unfor-
tunately, many enterprises are not interested tainimg support from the EU
funds (Todtling—Schénhofest al, 2012). The article presents the reasons why
Mazovian entrepreneurs do not often apply for thefinds.

2. BACKGROUND

Since Poland joined the European Union in 200da& been successfully catch-
ing up with the old EU member countries. The mam af the structural funds
is to decrease differences in the development ofitrées and regions and at the
same time to increase in the competitiveness of Imeerountries and the Eu-
ropean Union on the global market.

The aim of structural funds is also to create camgsamore innovative. In
literature we can meet different definitions of thaovativeness of an enterprise.
To be the most general, it is the motivation tadeand to use commercially the
results of scientific research, new concepts, wigal to the increase in novelty and
competitiveness position of a company. The comparaa be seen as innovative if
they are able to create, absorb and achieve netugio(services) and these ones,
which are able to adopt changes from the markeggia Lékiewicz, 1995).

The Polish economy has been trying to convergdtd & economies, how-
ever in terms of innovation and R&D, Poland is ebehind the Czech Republic
and Hungary — its two closest regional peers. Ratisterprises do not readily
spend funds for R&D. The data show that the 200F32ferspective supported
approximately 28.000 enterprises (c.a. 15.000 mi¢&®00 small, 3.750 medium,
c.a. 1.500 big enterprises), but it gives only 1%-8f the total enterprises in
Poland (European Commission, 2015a).

Many evaluation reports of the 2007-2013 perspecsivow that in Europe
this indicator is not high. Similarly to Polandac2% of total number of the Euro-
pean enterprises used the European funds (Eurda@amission, 2015).

What are the reasons that the companies do nog &p#U funds? It seems
that there are many. First of all, we have to baravthat we can distinguish on
the market companies so called “innovative” andlitranal companies. Surely
these first ones are mainly engaged in receivimgEb funds. The traditional
companies are less competitive and they make imarst with the use of own
funds (European Commission, 2015a).

To see more deeply if there is the majority of wetdve or traditional compa-
nies, the authors present the chart of companiEsiiape (Figure 1).

It can be seen from the Figure that the traditiammahpanies constitute the
majority. Regarding the second group, in Polandetlaee c.a. 23% of innovative
companies. It is not a high number comparing e.Gdrmany or Luxemburg. Even
Turkey and Serbia have more companies of this type.

The companies can treat themselves as “innovativg’a very important aspect
is how much they spend on R&D (Figure 2). As it barseen, although Polish com-
panies think they are innovative, they spend vewy amount of money for R&D.
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The situation has not changed during the peridérofears: from 0.54% to 0.87%.
The countries, which spend the highest money foDR&e Germany and Sweden.
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Figure 1. Share of innovative enterprises in Europe in 20002X% of all enterprises)
Source: EUROSTAF Community Innovation Survey 2012.

Moreover, as it was stated before, only a smadl aditcompanies were sup-
ported from the EU funds (Figure 3). It can be deere that companies so called
“innovative” do not get high funding from the Euegm Commission. Regarding
Poland it is c.a. 15.6% of innovative companiesatrgives c.a. 3% of all enter-
prises in the country. The situation in other coestis similar as aforementioned
the Czech Republic — c.a. 16.4% and Hungary — 2@6#novative companies.
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Figure 2. Gross domestic expenditure on R&D, 2003-2013 (% 0P)
Source: EUROSTAT Science, technology and innovation in Europe.
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Figure 3. Product and / or process innovative enterprisesrét@ived public financial
support for innovation activities in 2008—2010 (¥l total of product
and/or process innovative enterprises)
Source: EUROSTAT Science, technology and innovation in Europe.

What causes then that the companies use the EW faral very little scope?
A response can be partly found in the report ofEbepean Union onSupport to
SMEs - Increasing Research and Innovation in SMits SME Developmeént
(2015), in which it is stated that the main reasertsch did not allow for applying
EU funds were: innovation backwardness, limiteceasco capital, lack of R&D and
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ICT infrastructure, insufficient cooperation amdirgns and between firms and re-
search centres, low internationalization of Pol&MEs (European Commission,
2015). According to another repdHiow to make business in Poland? The truth
about the most important sector in Polish econoiffiydmczyk, 2014) the reasons,
which contributed not to apply for funds were: ldek of need, the lack of belief that
the funds could have been received, very weakrimdtion and access to knowledge
on European programmes, the lack of funds in sjiesibbranch, the lack of time,
too high requirements concerning own equity. Th®realso made research on the
issue if the entrepreneurs intended to apply fod$uin the 2014-2020 perspective.
From the participants 68.5% did not take any dexisi7.8% said they would not
apply for funds and 13.7% said they would applye Téasons for not applying were,
among others, the following: very weak access forination on European funds,
the lack of receiving funds in specialised brarilh,lack of time, too high require-
ments concerning own equity, the lack of approprsatpport (counselling).

The reasons, which make the entrepreneurs reluet@nsimilar in other coun-
tries. Again, in the Czech Republic entreprenete®pen to apply for the EU funds,
but they meet obstacles such as a complicatedhsysteubsidy drawing and a lack
of methodology and rules. It makes almost impoedibluse available money (En-
trepreneurs would appreciate easier drawing fronfuglds, 2014).

The Czech entrepreneurs however agree that theyrhanea positive impact on
their business and the EU funds are very impoftartompanies. Among the opera-
tional programmes, which were available for Czegplieants, the Operational Pro-
gramme “Enterprises and Innovation” is perceivethaamost successful. 72% of the
respondents assessed the programme as very godide ©ontrary, Regional Opera-
tional Programmes were assessed quite weak, vehéchuirprising result due to the fact
that the regional competitiveness improvement &ndtiractiveness for investors are
the main goals (Entrepreneurs would appreciateredsiwing from EU funds, 2014).

Poland, as one of the main beneficiaries of the fihbs, should take
care about proper expenditure of funds. Howevecait be again observed
that the entrepreneurs are not in favour to applyflinds. What are the rea-
sons? Can any obstacles be eliminated?

3. RESEARCH METHODOLOGY

The main objective of the article is to investigatey entrepreneurs from the Ma-
zovian region are not eager to apply for the EW&n

Research questions
The following research questions were put:

— Why are the entrepreneurs reluctant to apply ferBb funds?

- How (if) has the situation changed comparing th®720013 and the
2014-2020 perspectives?

—  What should be changed from the side of the EUpeets/e?
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Method

In the research a qualitative method — directiwrerr with entrepreneurs —was used. The
gualitative research gives a greater understaraditite reasons why entrepreneurs are
not eager to apply for the European funds. Quattanethods enable research aiming at
the analysis of processes or structures in ordedicate dependencies and relations in
a descriptive way. They are used in situations,rwsfenomena are difficult to be de-
scribed with the use of indicators or when datanat@vailable. With the use of qualita-
tive methods a lot of aspects can be tested miicgefly, e.g. through conducting in-
terviews with beneficiaries. There are differepty of interviews, e.g. CAPI— Computer
Assisted Personal Interview, CAWI — Computer AssistVeb Interview and CATI —
Computer Assisted Telephone Interview. They caof tiee following structure:

—  structured interviews — when the participants ghair opinions according to
the questions of the interviewer;

- semi-structured interviews — the form of an intewiis described, but it can
also include additional questions in order to cdeskelected aspects;

- non-structured interviews — the participants ghartopinions freely, without
any specific questions.

Before making a non-structured interview, the arghmontacted with 250
companies in order to ask if they will to answez tluestions regarding the reluc-
tance to apply for EU funds. 171 enterprises (65%@hosen enterprises) agreed
to participate in the research. A non-structuredrinew was used and the partici-
pants were asked questions “Why are the entrepremeluctant to apply for the
EU funds?” and “How has the situation changed caingahe 2007-2013 and the
2014-2020 perspectives?” These responses enalgl@dithors to investigate what
should be changed in the 2014-2020 perspective.

Participants

171 entrepreneurs were interviewed and asked wéydid not use the European
funds, available both at national or regional lsy@l order to develop their busi-
ness activity. Purposive sampling was used. Thhoasitchose the companies,
which fulfilled the following conditions:

- they were interested in applying for the EU funds;
— they had experience in getting support from theopean Union;
- they perceive themselves as “innovative”.

All enterprises were from the Mazovian region indRAd. The Mazovian region
was selected due to the fact, as mentioned befaieit is the region with the capital
city of Poland and this is the region well devethpg@n the other hand, from the statis-
tics we can get to know that the EU funds are pensvery actively. The region is not
at the top of regions, which are the most involvethe use of the EU funds. That is
why the aim of the article is to get to know alibetreasons of not being eager to apply
for funds. Micro, small, medium and big enterprigese considered (Table 1).



72 Ludmita Walaszczyk, Beata Belina

Table 1. Types of enterprises taking part in the research

Type of enterprise Number of enterprises participating in the research
Micro 18
Small 75
Medium 39
Big 39

Source: own study.

Procedure

The interviews were conducted between 2015 and 201l6e Mazovian region.
All participants were invited to answer the quastioncerning the reasons for their
lack of possibility in applying for the Europeamtis. The authors asked about the
reasons of not applying for funds within the prognaes offered by the National
Centre for Research and Development (NCBIR), Pdlighncy for Enterprise De-
velopment (PARP) and Regional Operational Prograspras such programmes
are most often offered in this perspective. Thg@mmes indicated by the authors
have similar or the same formal requirements aagédme management style. Re-
garding the content-related aspect, the progranaimesat developing product or
process innovations. Each interview lasted abounRutes. The same questions
were directed to micro, small, medium or big entegs. The person, who an-
swered the question, was mainly the owner of thepamy, or in some cases, any
other body responsible for management or finanssales.

4. FINDINGS

The responses received from the companies weraldndthe authors in terms of
grouping them into four groups: financial, techhioaganisational and social. The
study showed the following reasons for not applyorghe European funds, which
were included into one of the aforementioned groups

- financial: the disproportionally high costs of timtiative in comparison
with the expected outcomes; the necessity to irclon funds; problem
with thede minimisrule;

— technical: previous purchase of a machine, devitetbe necessity of under-
taking preliminary research before the launch ef phoject; the willingness
to purchase the apparatus or appliance;

— organisational: the lack of an appropriate profedt too high bureaucracy;

— social: no interest in participating in any project
The results are presented in Figure 4.

Disproportionally high costs of theinitiativein comparison with the expected outcomes

13% of the interviewed entrepreneurs were intedestapplying for the European
funds, but it turned out that the costs, which $thtve covered by the applicant, are
too high in comparison with the expected outcomasthe example, we can give
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the particular situation in which a small compargnied to find a solution how to

heat cost-effectively a production hall. After tiscussions with other enterprises
and scientific institutions it turned out that teecution of the project would re-

quire undertake additional preliminary research emsts and therefore the entre-
preneur gave up with the submission of the project.
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Figure 4. The reasons for not applying for European fundiéMazovian region [%0]
Source: own study.

Necessity to include own funds

A big number of participants (43%) mentioned thislpem. They would be inter-
ested in applying for the European support, oniyoifown funds were needed. It
mainly concerned micro, small and sometimes mediotarprises.

In fact, there are a lot of project calls for eptises, but in all of them,
own funding is required. The amount of own fundpeteds on the size of the
enterprise. The example of own funding in the MaanwRegional Operational
Programme is presented in Table 2.

As we can see from Table 2, even 20% of own fundsnicro or small com-
panies is too much. They would be interested imiggi 100% of the European
funds. The reasons, why they do not want to gieé fthput are the following:

— they do not have such amount of money;

— they do not want to take any risk in the projechainly economic risks, but
technological or legal as well;

— they are not aware of the aim of the European funds

Own input in regional projects is not very high quaned to national pro-
ject calls. As the example we can give the calkdtl by the NCBIR (the Na-
tional Centre for Research and Development) — ligesit Development Oper-
ational Programme “R&D activity of companies” in wh minimal costs are at
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the level of c.a. 1.220.000 EUR. The companies hanablems to put such
amount of money into one project.

Table 2. Requirements on own funding in the Mazovian Regli@perational Programme

Type Industrial research Experimental research
of ) Max. Max. co-funding Max. Max. co-funding
enterprise co-funding with bonus! co-funding with bonus
Micro 70% 80% 45% 60%
Small 70% 80% 45% 60%
Medium 60% 75% 35% 50%
Big 50% 65% 25% 40%

Source: own study.

Problem with the de minimisrule

11% of companies would like to use the Europeadguhut they had problems with
thede minimigule. De minimisis a kind of public support, which is not notifibg
the European Commission. According to the nornrh@Roman lawde minimis non
curat lex— the law does not care for small things, so gificant aid does not
disturb the competition on the market. Detailedcdpsons are included in Com-
mission Regulation No 1407/2013 from of 18 Decend@®dr3, which came into life
on 1 January 2014. According to this Regulatioa,ghblic support at the level not
higher than 200.000 EUR in the last three yearl sla be reported (European
Commission, 2013). Some enterprises used suchcgupiport, so they cannot ap-
ply for the funds due to the fact that some cailissidered thele minimisaid.

Previous purchase of a machine, device, etc.

Almost a quarter of interviewed people (27%) do meéd the funding, because
the equipment, which they needed in their busiretivity, has already been
bought. In this case the project is not needed amngm

Necessity of undertaking preliminary research before the launch of the project

In order to launch the project, 16% of the compameeded to do preliminary
research. In some cases it was not possible tobe, decause the company did
not have an appropriate staff to execute such relea they did not want to
pay additional money for the research.

Willingness to purchase the apparatus or appliance

In some cases (34%) the companies would have bemested in applying for the
project if they had had the opportunity to buy aph#s or appliance. Unfortu-
nately, the project calls assume that the purcbhapparatus and appliance is not
a qualified cost. In the 2014-2020 perspectivepttogect calls are, among others,

1 If the company wants to use this option, it haguarantee that the achieved results will be phbtisn at least
2 journals of international scope or promoted aifeences or seminars.
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directed at the development of the R&D centrehi@éndompanies. On the contrary,
the companies are not interested in applying sadparoach.

Lack of an appropriate project call

Some companies (28%) were interested in applyinthéofunding, but they were not
able to find an appropriate project call. In maages the topics were so specific that no
call was appropriate. Therefore, the companiestéirevaiting for other project calls.

Too high bureaucracy

A lot of the interviewed (40%) stated that they \blike to apply for the project,
but the procedure is too complicated. They areatbd to fill in the application
form correctly and attach all necessary appendiRegarding the regional pro-
gramme, the biggest problem concerns the businless which has to be de-
signed and which requires a lot of information.

No interest to participate in any project

Almost half of companies (57%) are simply not iested in applying for the Eu-
ropean funds. One of the reason is linked witHéhe of losing own funds. Another
reason concerned the lack of willingness to takerasi.

5. DISCUSSION

In interviews there are many different responseseoled. It can be stated that
the main reasons for not being eager to apply HerEuropean funds are: the
necessity to include own funds; no interest to ipgrate in any project; the
willingness to purchase the apparatus or appliamcketoo high bureaucracy. It
is in accordance with the repordtipport to SMEs — Increasing Research and
Innovation in SMEs and SME Developnig2015).

Taking into account the first mentioned factor, émérepreneurs are not able
to give own input because of insufficient capiab( Titman, Wessels, 1988; Hall
et al, 2000; Aivaziaret al, 2005). In this research 16 micro, 33 small, 2@ion®
and 5 big enterprises did not decide to submifptiogect proposals due to the ne-
cessity of including own funds into the projectdirie 5).

The lack of sufficient capital is the factor hamipgrthe development of
enterprises (Todtling Schonhofeet al, 2012; Wilson, Silva, 2013). It can also
be confirmed by the research conducted in Polar2DikB. A high percentage
of companies (26%) proved that they did not haveyteerm financing; 30% of
them indicated the lack of working capital and 3884 that the financing costs
were too high (Grant Thornton, 2013). This fact tenproved by the Global
Competitiveness Report 2015-2016 in which Polaniked 41 according to
which the most problematic factor for doing buseés among others, access
to financing (Global Competitiveness Report, 2016).
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In the Mazovian region the financial reason is @u@lthough the R&D ex-
penditures are the highest in comparison to theofeggions in Poland, the entre-
preneurs still hesitate if they should use the BlbE, because they fear about the
necessity to include own funding. New technologird techniques of their pro-
duction require a large investment. The problennigaioncerns SMEs in produc-
tion or service sectors. The lack of own fundsliggabarrier to the development of
a company (Freel, 2007, p. 31; Hutton, 2011; Mihal., 2013, p. 883). These
problems come from a high interest taken by comiakebanks. Despite a wide
bank’s offer of credit services such as loans, gu@es, invest funds, SMEs still
must have their own funds, because the accessda<is difficult. The main rea-
son any banks do not want to give loans is the tdckssets necessary to secure
loans and the documents confirming a long presehit® company on the market.
That is why the companies do not want to inputrtbein funds into the projects,
as such investments can be sometimes very risky.

Necessity to include the own funds
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Figure 5. Reasons for not applying for EU funds — necessiin¢lude own funds
Source: own study.

The European Union wanted to help enterprisesye basier access to bank
services and therefore the call “Technological itted the national level was pro-
posed (Duda, 2012). Own funding is also requiréds4or micro and small enter-
prises and 55% for medium enterprises. In thedfiyvarsaw own funding is dif-
ferent: 70% for micro and small and 80% for mediemterprises. In 2015-2016
period only 10% of enterprises from the Mazoviagioe submitted the proposals.

Another reason, why companies do not apply forBbefunds, is no inter-
est to participate in any project (Figure 6).

The companies are not interested in engaging ifiuBds mainly due to psy-
chological factors. First of all, they state thagyt simply do not need the support
as they perceive themselves as self-sufficientrilpdiig enterprises). Another se-
rious problem is distrust of the European funds €htrepreneurs do not believe
that they can get the funds without the necessitgtarning them when the project
is well executed. What is more, they are not awétbe importance of innovation
(Anderssoret al, 2016; Autioet al, 2014; Herrera, 2016). The lack of need is also
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underlined in the report “How to make businessataRd? The truth about the most
important sector in Polish economy”. In fact theklaf need is met in the whole
Poland, mainly regarding traditional companies.

No interest to participate in any project
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Figure 6. Reasons for not applying for EU funds — no intetegtarticipate in any project
Source: own study.

If the companies finally decide to apply for theds, they want to get some-
thing for them, e.g. the apparatus and applianicgI(€ 7).

Willingness to purchase the apparatus and appliance
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Figure 7. Reasons for not applying for EU funds — willingnésgurchase the apparatus
or appliance
Source: own study.

As we can see in Figure 7, companies can be iméerés applying for the
European funds, but only if, after the terminatidithe project, they get to purchase
new equipment. Unfortunately, the idea of the aqurgrojects has changed in the
last years. Now it is almost impossible to purchiigeapparatus or appliance. As
an example, in the Regional Operational Programmibd Mazovian District, the
qualified costs concerning the apparatus and apg@iare the following:

—  costs of depreciation of apparatus and appliandaglithe time in which they
are used for the needs of the projects;

— costs of commercial use of R&D apparatus;

—  costs of elements, which must be included in tloégtype permanently.
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Costs of purchase of apparatus or appliance arquadified.

In programmes at the national level the probleithéssame. For example, in
the programme financed by the NCBIR — the Intefiigeevelopment Operational
Programme “R&D activity of companies (1.1.1)” thepdeciation costs are qualified,
whereas the costs of purchase are not qualifiedth&n example, in the programme
financed by the Ministry of Development “Supportinfestments in R&D infra-
structure of enterprises, Intelligent Developmenhl)’, the entrepreneurs can buy
apparatus, appliance, technologies and other raagaafrastructure, but only on the
condition that they will build or develop an R&Dntee in the company and this
equipment will be the support for the conductiorR&D work in order to design
innovative services and products. Such a solutigri convenient for companies as
they are not interested in maintaining R&D cerdirg] paying for additional staff. If
they have to do some additional work, they predesub-contract it. A proposed ap-
proach discourages them to apply for the Europesdisfin this programme.

Another aspect, which was taken into account is tesearch, was too high
bureaucracy (Figure 8).

Too high bureaucracy
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Figure 8. Reasons for not applying for EU funds — too highebucracy
Source: own study.

The research shows that entrepreneurs are reldotpatticipate in applying
for the funds because of the necessity to compkte detailed application form,
which is often very long and much information neéa¥e included (Wostner,
2008). An example indicated by the entrepreneuesntiost often is “business
plan”, very difficult to design. There are a lottables to be filled in and compa-
nies either do not know how to do it or they do hate time. Such a detailed
document “scares off” the companies. Besides tlenless plan, there are a lot
of other documents to be filled, which means thahpanies would sooner not
apply for the project than waste time on fillingtire forms.

During the interviews the representatives of thepanies added that they
had propositions from other institutions to apmgéther (mainly in the partner-
ship) for the EU funds. It could come from the fdwt in the 2014-2016 period
the project calls are mainly directed to applytfer projects by enterprises. Other



Entrepreneurship development vs. reluctance inyappfor the European... 79

institutions like universities or research instsiare not to be applicants and can
only be sub-contractors in the projects. They dfffier cooperation to the compa-
nies as partners or sub-contractors (Figure 9).

Proposition coming from another institution
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Figure 9. Propositions for applying for the EU funds comingrh other institutions
Source: own study.

As it can be seen from Figure 9, many of them tegsuch an offer —
8 microenterprises, 52 small enterprises, 25 middterprises and 18 big enter-
prises. It seems that scientists are more inteit@ateuch cooperation and there
are many reasons for this fact, e.g. conductingtimael research, the possibility
to verify achieved results in real conditions, gussibility to use machines. In
order to develop their own career, they wish toakearch in industry. However,
entrepreneurs are not so fond of cooperating vighstientific world (Fereirat
al., 2013). People from the science sector must hhgebibliometric results,
while the industry is interested in applying theearch results in production as
quickly as possible. They cannot afford for longt$eand research due to a great
number of competitive companies on the market.

Cooperation between scientific world and the congmis very important as
it contributes to many benefits for the society @dio, 2010; Pondst al, 2010).
Integration of scientists and entrepreneurs is aupd by many governmental ini-
tiatives, such as regional, national or even irgtomal programmes for coopera-
tion. Unfortunately, these are mainly scientistepvare interested in cooperating
with the industry (Ibrahinet al, 2009; Siegeét al, 2003).

The interviewed people stated that current sitmationcerning applying for
funds (the 2014-2020 perspective) is not signifilyadifferent from that one in the
2007-2013 perspective. They indicated that the medsons of not having applied
for funds in the old perspective were: the lackwh funds, too high bureaucracy,
need of the cooperation with the scientific wonhdl ahe lack of calls, which would
have been appropriate for the companies. The artreprs did not see a big dif-
ference between these two perspectives and thdmyisnany of them gave up with
trying to apply for funds. In different report aather publications we can find
information about the differences, especially fitiah management (electronic
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documentation of the project, reduction of insign$ participating in the project
execution process etc.) (European Commission, 2QIbmorska, 2016), but the
main problems of the entrepreneurs are still tineesa

5. CONCLUSIONS

The Polish government offers a lot of initiativesanterprises from the Mazovian
region. However a big number of companies cannetisse funds. After having
interviewed the representatives of the companissdains that the best way to make
the EU funds available for the companies is to rttest problems and expectations
first. It should be done in the form of consultasdbetween the government and
business world. Such consultations would bring sdezich topics should be in-
cluded into the proposed programmes. If the govemindecides on the topics
without asking the business representatives, thdteecan be the following:

— the companies will not use the funds,

- the level of the innovativeness and the competigs will not increase,

- large amount of funds will have to be given backh® European Union as
not consumed.

The programmes should be more convenient for thepaaies. Therefore, the
competitiveness and the innovativeness will inaeasd easier access to the pro-
grammes will cause that enterprises will use thdlds more often. Surely, in sev-
eral publications it is stated that there are $icamt differences between these two
perspectives: 2007-2013 and 2014-2020, mainlyringeof financing and manage-
ment (Jaworska, 2016; European Commission, 201&\eder, the entrepreneurs
still see problems, which make them impossiblepyafor funds successfully.
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Abstract:

Smart, sustainable and inclusive growth is thesbfasiEuropean 2020 strategy, in which small and
medium-sized enterprises (SMEs) are consideretbabkbone of European countries economies.
The present study aims to investigate the reldtiprisetween the main variables that characterises
small knowledge intensive firms (SKIFs) and the am@ance of their business expenditure on re-
search and development (BERD). To achieve thigi&an member states were analysed during the
period between 2008 and 2012 using a clusters amalysough this study it is possible to conclude
that countries that have high growth values on SKillBo achieve growth in GDP and BERD.

Keywords: SKIFs, Innovation, European Countries, SMEs, BERD
JEL codes L25, D83

1. INTRODUCTION

Research and development (R&D) is a key factorunopean policy, being an
important issue to the strategy for European 202@ted to innovation and
growth (European Union, 2013). According to thismttgy, innovation will cre-
ate job opportunities for all, especially for youpgople; get the economy back
on track; make companies more competitive in tiopagll market; solve the chal-
lenges of an ageing population; secure resourkeddiod and fuel; fight global
warming; and improve smart and green transport. [dheexpenditure in R&D
explains half of European Union (EU) gap with theitdd States (US), in 2010
when the executive summary of Europe 2020 policy published, according to
the EU Commission (2010, p.17BU expenditure on R&D was below 2% while
in US was 2.6% and in Japan 3.4%h order to improve R&D expenditure, one
of the flagships of European 2020 strategy wasticrgahe Innovation Union
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which main goals are to improve innovation condiisuch has EU patent and
enhance joint programing with member states regions

The backbone of European economy are Small anduvte&iized Enterprises
(SMEs), these are a key driver for economic growthovation, employment and
social integrationaccordingto the EU Annual Report on European SMEs
(Gagliardi et al., 2013). From the same repodait be observed that 99.8% of the
European enterprises are considered SMEs, whichreamonsible for approxi-
mately two in every three employed persons in th&fe sector in Europe and also
contribute in over half (57.3%) of the value ada¢diactor costs by European en-
terprises. The programme Horizon 2020 actively sugpSMEs with the goal of
optimizing research, development and innovatiorirenment for SMEs.

The relevance assumed by the European Commissi@rafiout SMEs and the
strategy of a competitive European economy basehart, sustainable and inclu-
sive growth leads to the importance of Small andliMi® Knowledge Intensive
Firms (SKIFs) in the European context. Most ofshalies about SKIFs are generally
about either internationalization properties of B&lor about how SKIFs influence
SMEs, however are scarce the studies that invéssighe influence of knowledge
intensive business services on European regiodsetate SKIFs directly with mac-
roeconomic variables, such has Gross Domestic Br¢@DP) or Business Expendi-
ture on R&D (BERD). Therefore, the main objectifahas study is to research the
SKIFs proxy indicators and EU Countries GDP peiitesggnd BERD. For this pur-
pose it was analysed 24 member states, from 202818, through a comparative
and econometric analysis to study the relation eetwSKIF and macroeconomic
variables. The database was retrieved from Eur@sidtis similar to the one used in
Gagliardi et al. (2013). To complement this dafa iised a database from 27 Euro-
pean member states, on the period 2009 to 201didebby Ecorys.

In this study were developed two different analy€is the first analysis, it is
used the Ecorys database where values for empldyanednvalue added growth of
Knowledge Intensive Services (KIS) and High and MedHigh Tech Manufactur-
ing (HMHTM) were compared to SME numbers and tleeBDP values. On the sec-
ond analysis, the sample consists on EU-24 cosmngideved mainly from Eurostat,
the base data is the same as in Gagliardi ettdl3j2after describing the evolution of
SKIFs proxy variables such as number, employmeaitievadded and productivity
with this values it was made a cluster analysisvestigate where each country lo-
cates individually and if there are relevant dégferes between the cluster’s groups.

The structure of this article is as follows. Aftars introduction, in section
2 will be presented the definition of SKIF and @isvironment, section 3 gives
an overview of SKIFs employment related to SMEs &fiP; and section 3.2 is
about the factors underlying the growth of SKIFsl d@neir influence on GDP
and BERD growth. In each one of the sections isgmied the data, methodology
and results for each analysis made. Section 4 adesl
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2. LITERATURE REVIEW

2.1. THE CONCEPT OF SMALL AND MEDIUM KNOWLEDGE
INTENSIVE FIRMS (SKIF)

To study the economic role of the SKIFs, first eeded to begin by its concept.
To define a SKIF, two main aspects have to be coethithe size, and the
knowledge intensive. Due to these, SKIFs can haveral definitions. About the
size, in Europe the SMEs are defined accordingedeuropean Recommendation
2003/361. This recommendation considers a SME asngrprise that have to
abide three criteria, the first one is relatingetaployed workers, the enterprise
has to have less than 250 employees; the secaediani is related to optional
restrictions, enterprises either have to havea totnover of less than 50 million
or a total balance sheet of less than 43 millibis, doption on the second criterion
is given in order for firms in different types oftavity to be treated fairly, for
example trading enterprises have, by nature aighber of sales that may not
reflect their wealth. And, the third criterion &ated to the independence of com-
panies. To be an independent enterprise, the eigerin question has to have
a holding of less than 25% of the capital or votilgits (whichever is the higher)
in one or more other enterprises outside its owtvanoutsiders do not have
a stake of 25% or more of the enterprise in quastio

On Table 2.1 it can be seen that there are diftedefinitions for SME,
which will translate in a lot of different definiths for SKIF depending on the
country. For our study the considered countriesfarm EU, meaning, that it
will be based on European statistics about SMEsefbee the chosen definition
will be the one used in Europe.

After defining the size component of SKIFs in tsiigdy, it is needed to present
the concept of a KIF. In this case, there aredifferent definitions. It has superseded
the terms *high-technology firm’ and ‘technologysked firm’ in studies about software
firms but this is not enough to define what a kremlge intensive firm is, Alvesson
(1995) defined a KIF ag‘company where most work can be said to be oftalteic-
tual nature and where well-qualified employees ftvenmajor part of the workforte
Elkjaer (2000, p. 344) sees a KIF as ‘a comparkyotledge workers’ where ‘human
competencies are the main assets’. According tefin & Hammerlsey (2000,
p. 241) KIFs have always been in the business of managiaglkdge — knowledge
being their primary asset and source of competiiyeantage’

According to Wymega et al. (2012), KIS sectors tiorcas a facilitator, car-
rier or source of innovation, and through their bjatic relationship with client
firms, some KIS function as co-producers of innaratThe growing role of ser-
vices and its complementarities with the more tradal manufacturing sectors
suggest that productivity growth in KIS. Severalsts have divided KIF into High
and Medium High Tech Manufacturing (HMHTM) and KISn the present study
are considered SKIFs the companies that joint bbthese two concepts.
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In the same way, a SKIF will be considered a firithiess than 250 employ-
ees and which knowledge is their main asset orceoof competitiveness, while
it's easy to get data about SMEs, in the case dFSK is more difficult to know
when to consider if a firm is knowledge intensi$e. for data analysis purposes,
the European Commission indicated which sectorddvoel considered knowledge
intensive and which wouldrt't

Table 2.1.Different SME’s definitions around the world

Country SME CRITERIA

Australia Has to employ less than200 employees
Canada Has to employ less than 500 employees
China Has to employ less than 2000 people, or with annual revenuehtasRMB 30(

million (45,681,292.68), or with total assets less than RMB 400 million (arc
60,908,390.17€)

Egypt Has to employ less than 50 employees
India Investment in plant and machinery does not exceed Rs.10 crore (arsLi8MQ0.0(
€)

For services industry :

Investment in equipment does not exceed Rs. 5 crore (around 759000.00€)
Japan Manufacturing: ¥300 million or less and 300 or fewer employees
Wholesale ¥100 million or less and 100 or fewer employees

Service industry ¥50 million or less and 100 or fewer employees

Retail ¥50 million or less and 50 or fewer employees

Kenya Has to employ less than 100 employees
New Zealand| Has to employ less than 20 employees.
Nigeria Asset base between N5 million (around 23,821.41€) and MBI@h (around

2,382,140.54€),

Has to employ less than 300 employees

Russian The subjects of small business sector are:

Federation |1.Commercial organizations. Legal entities, in which:

- The share of participation of the Russian Federation andafesiébjects owney

ship, municipal ownership, ownership of public and religious orgaaizstchar-

ity and other funds does not exceed 25 percent of the authorized ¢hpithar,

according tahe above partners of ownership are not totalled). The shargg

or several legal entities, that are not small entrepreng@usgiould not exceed |

percent of authorized capital (if several founders are foupttheis share are t

talled);

The average number of employees (including fiare- workers and perso

working under sub-contracts) does not exceed the following maximuts:leye

= in industry, building and transport — 100 employees;

= in agriculture, science and technological field: 60 employees;

= in retail trade and consumer services: 30 employees;

= in other field of activities: 50 employees.

2. Farm enterprises;

3. Persons, who perform entrepreneurial activities, but are radtdefties (individt
ual entrepreneurs)

Source: Based on several sources presented on the footnotesrd tf the page, own elaboration.

(=)
T

1 See the sectors that Eurostat considered knowleatiggsive and the ones less knowledge intensive in
http://ec.europa.eu/eurostat/cache/metadata/Antiggesesms_an3.pdf
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The SKIFs use knowledge as their main source craidge, they operate in
environments with rapid changing technology, thexest a lot in research and ever
shortening product life cycles meaning they havedaonstantly innovating other-
wise they would easily disappear from the markedirtenvironment is highly com-
petitive which may be a driver to seek stratediarates and network relationships
this environment is also marked by strong rivalhich is also a driver for innovation.

2.2. THE CONCEPT OF SMALL AND MEDIUM KNOWLEDGE
INTENSIVE FIRMS (SKIF)

The SMEs play an important role in innovation (Aldee 1999) and have been
described as agents of change (Audretsch, 1998atars of radical innovation
(Acs et al., 1999) and carriers of new ideas (Garis1999).

Despite their lower individual visibility, SMEs dettively play an important
role in the economy. SMESs represent an importamtcsoof dynamism in the econ-
omy, accounting for a large share of both grosgpihs and gross job losses each
year. SMEs are often said to be a conduit thaidiices new and innovative products
and processes into the economy (Acs et al., 1999}talserving specialized market
segments that large firms may find unprofitableabgpting flexible production pro-
cesses that are capable of offering personalizedupts. SMEs also play an im-
portant role in the early stages of the produet ¢ijcle; taking advantage of their
close relationships with their customers, SME#ften better positioned to take the
basic technical innovations made by large firmstand them into new products.

The following Figures 2.1 to 2.4 analyses the ingooce of SMEs compared
to large enterprises (LES).

In terms of demography of companies, Figure 2.1vshthat European SMEs
follow a different path from LEs. In 2008-2009, thember of LE dropped by al-
most 1,800 units to near 42400. Their number beégagrow again only in 2010
and by the end of 2012 had not yet recovered 20@8 level. The number of SMEs
grew between 2009 and 2010 by almost 1 million dirafter a relatively small
drop in 2008-2009. From 2010 onwards, the total lImemof SMEs started to fall,
in 2012, the number of SMESs returned to the leg€R008.
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Figure 2.1.Number of LEs and SMEs
Source: Eurostat, own elaboration.

The Figure 2.2 shows that the dynamics of groasevatided (GVA) was sim-
ilar for SMEs and LEs in 2009, LE lost around 1026 billion euros) of added
value relating to the previous year; SMEs lost rimeily less in percentage terms
(9%), but consistently more in absolute terms: €8iion. After the dip in 2009,
the value added recovered but only sluggishly thhowt 2010. All companies
were hit in 2012: the output loss of SMEs was 1.8#tile LEs lost 0.3% of the
value added with respect to the previous year.
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Figure 2.2.Gross value added of LEs and SMEs
Source: Eurostat, own elaboration.

The Figure 2.3 shows the employment by SMEs prawdae more resilient
to crisis than employment by large firms. In onhegyear, 2008-2009, large firms
lost approximately 1.7 million jobs, whilst SMEstaround 680,000 jobs, the pe-
riod of 2010-2012 however proved rather challengmgSMESs. At the EU-27
level, employment in SMEs did not exhibit a pardely pronounced swing, but



The importance of small knowledge intensive firm&uropean countries 91

during the whole period of 2008-2012, it showedkaliding trend, while employ-
ment in large firms showed signs of recovery.
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Figure 2.3.Number of person employed in LEs and SMEs
Source: Eurostat, own elaboration.

The Figure 2.4 shows that productivity per workgrbmth SMEs and LEs
droped significantly in 2008-2009, and then grew2099-2010 resulting in, for
LEs, the levels of 2010 beeing higher than theltewé 2008. After 2010 the
productivity of LEs started to drop while on SMEs producitvity levels continued
to rise in 2010-2011 and then droping on 2011-2012.
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Figure 2.4.Productivity of LEs and SMEs
Source: Eurostat, own elaboration.

The same kind of comparisson as in the previousdigis made in Figure 2.5
between SKIFs and Large Knowledge Intensive Firti§iKs). The results in
terms of trend where quite similar, the main dife@was on employment.
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Figure 2.5.Number of persons employed in Large KIFs enterprésed SKIFs
Source: Eurostat, own elaboration.

In the Figure 2.5 can be seen that on LKIFs thexge avdip in employment in
2008-2009 after that employment on LKIFs showedaoaving trend. On SKIFs it
can be seen that the employment grew by 0.4 miflieople on the crisis period,
2008-2009, showing a shacky yet growing trend dutie whole period.

2.2.1. KNOWLEDGE INTENSITY, INNOVATION
AND COMPETITIVENESS

Innovation is very important for the sustainabilggpd survival of SKIFs, this
is supported from their own definition; since om ttoncept of knowledge in-
tensive firm, knowledge is their main source of pativeness that they have
to be constantly innovative.

According to the Oslo Manual (OECD, 2005, p. 46)awation is defined as
the “implementation of a new or significantly impeal product (good or service),
or process, a new marketing method, or a new argdanal method in business
practices, workplace organization or external rexet’.

A more common description to innovation is the tim@eof something new or that
makes a significant improvement to something existehich can be a product, a pro-
cess, marketing or organization that adds valsediety, governments or markets.

However, there are different ways of classifyingidmations. Booz et al
(1980) distinguish innovations between the onesahanew to the company and
those that are new to the market. The innovatictdssification of Booz et al.
(1980) is focused on the impact of the innovatiod labels it as incremental, semi-
radical or radical. Other authors classify innomasi as belonging to product, pro-
cess, or market paradigms (Francis & Bessant, 2005)

The SKIFs tend to born global or internationalize ast rate. ICT-intensive
firms internationalize faster and more extensiibBn less ICT-intensive firms. It
seems that ICT is important, making it possiblesforll, technology advanced firms
with strong international visions to follow nichgagegies in international markets.
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It is then, reason to conclude that ICT plays apartant role in small firm interna-
tionalization-both as a channel for opportunityniifecation and as a powerful tool
in the execution of an international strategy (Aspk& Moen, 2004).

The importance of KIFs to economy is in great pastified not only be-
cause of their own added value but also due to bmtover effects. Spillover
effects on innovation occurs when an innovatiorobg specific firm causes un-
intended benefits to other firm or opens new madegments knowledge. The
occurrence of spillovers is one of the main reasamg governments should ori-
ented their policies to incentive firms to innovate

When comparing SMEs to SKIFs, SKIFs where mordieggito 2008 cri-
sis as shown by Figure 2.6, SKIFs number grew 208 to 2010 while SMEs
number decreased from 2008-2009.

2.2.2. THE ENVIRONMENT AND INTERNATIONALISATION
CONTEXT OF SKIFS

The most studied internationalisation models apptie SKIFs are the Uppsala
Model (Johanson & Wiedersheim-Paul, 1975), the Netwrheory (Johanson
& Mattsson, 1988) and the International Entrepresigip Theory (McDougall
& Oviatt, 2000). In their study, Masum & Fernand2@08) concluded that almost
all firms tend to base their foreign endeavour etworking, for gathering market
knowledge and information in particular; SMEs h&awen network relationships.
SKIFs are no exception, they are highly involvednirernational markets and for
these good network relations are needed (PrashanthBerry, 2004). Network
relations refer to all the relationships that thenfhas with customers, suppliers,
competitors, alliance partners, universities, gorent bodies, industry associa-
tions and others. The personal relations of theeprigneur also count for these
network relations (Katz et al., 2004) since moshaxs consider the Network The-
ory as essential for the study of the concept diFSKn the economy.
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Figure 2.6.Number of SKIFs and SMEs
Source: Eurostat, own elaboration.
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The concept of Network Relationships was first preed in the 1980s as an
internationalization model by Johanson & MattsstB88) as stated in Ojala
(2009:51) when it became evident that most of thrasf used various networks
to facilitate and improve their internationalizatiactivities (Narayanan, 2015).
For main difference between incremental internati@ation models, for exam-
ple the Uppsala Model and the Network Model, i tha Network Model is not
gradually progressing in nature. Also in the Netaidiodel there is nothing about
psychic distance or about the countries in whidhma is entering into. Instead,
it conceptualizes internationalization as beinguted to relationships establish-
ment and building (Johanson & Vahlne, 2003). Acauydo Johanson & Matts-
son (1988), a company is dependent on resourcesotied by other companies
and can get access to these resources by develdpingsition in a network. In
these networks, firms have common interests in lopigg and maintaining re-
lationships with each other in a way that provithesm mutual benefits (Johanson
& Mattsson, 1988, 1992; Johanson & Vahlne, 2003).

According to Network Model, internationalizationcoes when a firm starts
to develop relationships with another firm in agign country. There are two dif-
ferent approaches to the network internationatiratactive and passive network-
ing (Ojala, 2009): in active networking, the infiie is taken by the seller, whereas
in passive networking the initiation comes from buger’s direction.

The efficacy of Network relationships is basedha different established re-
lationships. These can be divided into formal retethips, informal relationships,
and intermediary relationships (Ojala, 2009). Tikerdture concerning this con-
ceptualization division could differ according @ifént authors. Formal relation-
ships are the relations hierarchically establishikin the firm as well as the rela-
tions with stakeholders defined in the tasks oheaork position, and informal
relationships are the relations established outsidédierarchical defined tasks for
inside and outside the company, as relations betivemnds, orders follow outside
the defined tasks from the company, etc. For Bifl&985) formal relationships are
related to financial sources available whereasrméb relationships refer to con-
tacts between other business actors, friends, amidyf members. By other way,
the study of Dubini & Aldrich (1991) suggests tkatended (formal) relationships
consist of relationships between all the employéesich firm whose role is bound-
ary-spanning, whereas personal (informal) netwarksrelated to all persons that
an entrepreneur can meet directly. The simple eliggr is: the formal relationship
refers to the relationship with other businessractohereas informal relationships
are related to social contacts with friends andifamembers. In the intermediary
relationship, there is a third party that conndéogsbuyer and the seller.

Ojala (2009) found that SKIFs are actively seekimgopportunities in the
foreign markets and, thereafter, develop new netsvor utilize existing networks
to reach these opportunities and Jenssen & NybaRik3) stated that smaller
knowledge-intensive firms have fewer resources lasd information-gathering
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and information-processing capacity than largengithat are less knowledge in-
tensive; thus, SKIFs that seek to be innovativetrdeselop a larger and more
diverse set of external relationships.

2.3. THE IMPORTANCE OF SKIFS IN MODERN ECONOMIES

SKIFs are important for modern economy due to tbentribution to innovation,
employment and technological development. Accordimghe Wymega et al.
(2012) knowledge-intensive service sectors functsna facilitator, carrier or
source of innovation, and through their symbiogtationship with client firms,
some KIS function as co-producers of innovation.

The KIS sector also can be considered as an imgaitaver of employment
growth (Schricke et al., 2011). For other side, gheductivity of SMEs involved
in both high-and medium high-tech manufacturing lemalvledge intensive sectors
was above that of SMEs (Wymenga et al., 2012),thacaverage growth rate of
VA by SMEs in EU countries with above average Khi@res is higher in this period
than the EU average and that of the group of cmmtrith below average KIS
SME shares (Wymenga et al., 2012).

So, SKIFs create a large proportion of new jobs @mribute both to inno-
vation and technological change (Jensen & NybaBR92, as well as they are key
players in the renewal of economy (Jensen & Nyb2kik.3). For Gagliardi et al.
(2013, p. 22"the SME sector has acted as a buffer for thenecoic crisis in Eu-
rope, where the SMEs of the manufacturing secterstnuggling to improve their
performance in the context of declining share ohuofacturing value-added in
GDP, and SMEs active in the services sector areosein upward productivity
trend, especially in the segment of knowledge-sitenservices”.

5. DATA, METHODOLOGY AND RESULTS

The main objective of this study is to investigdtte influence of SKIFs on macro-
economic indicators. With this propose, two anaysere made.

On the first analysis the aim is to study the SKdémposing sectors, the KIS
and the HMHTM (SKIFs are usually divided in KIS andHMHTM and as shown
on annex A2), and their influence on SMEs varighlige gross value added and
employment growth. Most of the previous studiesS#tiFs field study them di-
vided by these two categories, and their relatiith ®MEs. In this part it is also
compared the countries with high employment shafeSKIF per SME and the
country GDPpc. To this analysis were considered®?th&U member states, from
2009 to 2011, using the data from Wymenga et lLlZ2 provided by Ecorys. This
preliminary analysis goal is to demonstrate thetpesinfluence of SKIF on SME
and also on Gross Domestic Product (GDP). Theme&il develops this first
analysis and presents an overview of the datadgkerightion, the methodology, and
a discussion and analysis of the results obtained.
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On the second analysis the aim is to study théaoelhetween SKIF variables
growth and GDP or BERD growth, by other way, howllSKariables contribute to
macroeconomic growth. To this analysis were come@li24 EU member states from
2008 to 2012, using an EU firms Database provigdgand also used on Gagliardi
et al. (2013) and Eurostat (the database doesntaicovalues for Denmark, Greece
and Germany) and it was made a cluster analy$is/éstigate where each country
locates individually and if there are relevantaiénces between the cluster’s groups.
In section 3.2, the second database is presentegdd by methodology and results.

3.1. OVERVIEW OF SKIFS EMPLOYMENT RELATED
TO SMES AND GDP

3.1.1. DATA DESCRIPTION

The data on the present section consider the Siikded in KIS and in HMHTM
and related to SMEs. With the database containth@ Emember states, from 2009
to 2011, was calculated an average of the growgh e three 3 years (2009-2011)
of the percentage share of KIS SME employmenttal ®ME employment and the
same for HMHTM employment and then the averages wempared with the aver-
age growth of total SME employment and SME valueddthe goal of this analysis
is to get an idea of the weight KIS and HMHTM firfmsve on SMES, the base data
was provided by ECORYS and is the same as thesatkin Wymenga et al. (2012).

From the Table Al, in Annex Al, it can be seen thadry country that had
above average growth in employment in both small amedium KIS and
HTHTM also had an above average growth in SME vallied and employment
during 2009-2011, except Slovenia that had a neggtiowth in employment but
an above average growth in value added by SMEs.

To have a broader point of view the countries vgpli¢ into two groups and con-
sidering their share of KISTHMHTM employment oreldBME employment it is cal-
culated the average growth in value added by SM&ésree average growth in employ-
ment by SMEs for member states with above averd§8H#IHTM employment val-
ues and for member states with below KISTHMHTM amipient average values firms.

For this section gVA — means percentage growthalne added by SMES;
gEMP - percentage growth in total SME employment; GDPrage — average
of real gross domestic product per capita in ewp lmbitant; KISemp- per-
centage share of KIS SME employment in total SMpeyment HMHTMemp
- percentage share of HMHTM SME employment in t&@ME employment
SKIFemp above/below: group of member states thae Hath KISemp and
HMHTMemp above/below average.

3.1.2. DISCUSSION OF RESULTS

According to Table 3.2.3, most of the analysed isgidnly compare knowledge
intensive firms variables with SME variables, stid@ing the most conventional
studies it was reached similar results as Wymengla@012), where member states



The importance of small knowledge intensive firm&uropean countries 97

with higher shares had higher growth on SMEs valimethis analysis the conclu-
sions for growth of employment and KIS shares pdESvere different. Addition-
ally for this analysis, since the aim of the stislyo compare SKIFs with macroe-
conomic variables, Tables 3.1.4 and 3.1.5 sergea¢cdhe SKIFs influence on GDP.

The Tables 3.1.1 to 3.1.5 are based on the datalvas@led by ECORYS
with the aim is to analysis the effects of SKIFSSMES. The results in the tables
are showed in percentages. If the KIS, HMHTM andFSkfluence positively
SMEs then it can be inferred that on average atepwvith higher SKIFs values
will also have higher SME values, and by connectkdFS to SMEs it can be
expected that SKIF effects on national economiddwave the same signal as SME
effects on national economies which will be tesiadsection 3.2.

Table 3.1.1.KIS share and gVA and gEMP of SMEs

gVA % 0 P %

KISemp above 2.3 0.05
KISemp below 1.39 0.33
EU 27 Average 1.83 0.20

Source: own elaboration, based on Table A1.1 in Annex Al.

On Table 3.1.1 EU member states with an above geeshare of KIS em-
ployment tend to have higher gVA by SMEs, surpdsintough they tend to
have less employment growth of SMEs.

Table 3.1.2.HMHTM share and gVA and geMP of SMEs

gVA % 0 P %

HMHTMemp above 3.07 0.96
HMHTMemp below 0.96 -0.22
EU 27 Average 1.83 0.20

Source: own elaboration, based on Table Al1.1 in Annex Al.

Based on Table 3.1.2 EU member states with an abugeage share of
HMHTM employment tend to have higher value addemmgin by SMES, and also
they tend to have more employment growth of SMEs.

Table 3.1.3.SKIF share and gVA and gEMP of SMEs

gVA % 0 P %

SKIFemp above 2.98 0.42
SKIFemp below 1.50 0.13
EU 27 Average 1.83 0.20

Source: own elaboration, based on Table Al1.1 in Annex Al.

In the Table 3.1.3 the EU member states with an@begerage share of SKIF
employment tend to have above average value adaedtgby SMEs, and also
they tend to have above average SMEs employmenttigro
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Table 3.1.4.SKIF share and GDP

DP average
SKIF above 25840
SKIF below 14777
EU 27 average 21470.37

Source: own elaboration, based on Table Al1.1 in Annex Al.

Through Table 3.1.4 EU member states with an alasssage number of
SKIFs tend to have above average real GDP peracapit

Table 3.1.5.HMTM share GDP

DP average
HMHTM above 24750
HMHTM below 24750
EU 27 average 21470.37

Source: own elaboration, based on Annex Al table A1.2.

Since the percentage of each member state KIS ShEwuch higher than
the percentage of HMHTM SME, it was also checkeatiéf GDP was higher for
members with an above average HMHTM checking T&ble5 it can be seen
that the conclusion is similar.

3.2. GROWTH OF SKIFS FACTORS AND THEIR INFLUENCE
ON GDP AND BERD GROWTH

3.2.1. DATA DESCRIPTION

The data retrieved for section 3.2 is data abouESM Europe from the database
available on the European commission website aaditie used in the European
Commission annual report on SMEs in 2013. Theahdim of the present study
was to develop an analysis based on the EU27 gesnlut since there was miss-
ing data on Denmark, Greece and Germany the stildfoeus on the analysis of
EU 24 countries from 2008 to 2012; the earliestr ye&2008 due to NACE rev
2 being implemented since 2008, to transform thakdese into SKIFs data the
points in NACE rev 2 (see annex A2) were useddoetto data unavailability, the
points K- financial and insurance activities; Obfc administration and defence,
compulsory social security; P- education; Q- humealth and social work activi-
ties; and R- arts, entertainment and recreati@nat included.

To understand the variables there are basic defisithat need to be mentioned:

— g stands for growth rate it is calculated with thenula: t;t‘lxloo where t

-1
is the year

—  SKIF Small (or Medium) Knowledge Intensive Firm Rafing the definitions
given on chapter 2 a SKIF is a firm with less t2&0 employees and which
knowledge is their main asset or source of conipetiess;
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—  ENT- number of enterprises. The number of entegpris a given year,;

- EMP- employment. In the Eurostat database totall@yngent is the number
of persons of 15 years and above who performedvanly at all, in the refer-
ence period, for pay or profit (or pay in kind) veere temporarily absent from
a job for such reasons as illness, maternity ozrgaf leave, holiday, training
or industrial dispute. Unpaid family workers whonkdor at least one hour,
as well as work related to auto-consumption coratketith the production
process should be included in the count of emplaynathough many coun-
tries use a higher hour limit in their definitidRtofessional members of the
armed forces should be included among persons getlo

— VA -Gross Value added. Gross value added (VA) isaétp final output mi-
nus intermediate consumption, plus subsidies miaxss linked to produc-
tion measured in millions of euros;

— PROD -Productivity. Productivity is commonly defihas a ratio between the
output volume and the volume of inputs. In otherdgoit measures how ef-
ficiently production inputs, such as labour anditdpare being used in an
economy to produce a given level of outdeor this study it was consid-

ered important to see the productivity of SKIFs in Euros per worker so

VA¥1000000,

the formula to make this variable was———;

— BERD - Business Expenditure on Research and Deveop This variable
is derived from Gross domestic expenditure on R&ERD) includes ex-
penditure on research and development by busimésgpeses, higher educa-
tion institutions, as well as government and pevabn-profit organizations.
To reach a conclusion about SKIFs influence toomaii economies.

- GDP- Real gross domestic product per capita. LevelSDP per capita are
obtained by dividing GDP at current market pricgshe population; growth
in the production of goods and services is a ldetierminant of how the econ-
omy fares. By allocating total production to eaeadh of population, shows
the extent to which the total production of a cgurdn be shared by its pop-
ulation. The growth in real GDP per capita indisatee pace of income
growth per head of the population. As a single cositp indicator it is a pow-
erful summary indicator of economic developmentteNihat it does not di-
rectly measure sustainable development but iveraimportant measure for
the economic and developmental aspects of sustaidalielopment.

The variables used in the study are aggregatiotisegbrevious concepts; for
example gSKIFENT is the growth in the number of Siéhterprises.

The Table 3.2.1 shows a list of relevant papesufmport our applied study.
However, none of them covers the entire scopeisftady, for example Schricke
(2012) study only the influence of knowledge inteasservices by regions and
Gagliardi et al. (2013) studies the influence ofE2Mn general for national econ-
omies briefly referring to SKIFs positive effects.
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Table 3.2.2 presents the descriptive statistith@ariables, and one can ob-
serve that only gSKIFPROD and gGDP have a negat®@n value on the period
analysed, this is probably due to the 2008-200&nf@mel crises, has it can be seen
by the median that is positive on these two vaesbl

On table 3.2.3 one can see that the correlationdsst variables is low with
the exception of gSKIFPROD and gSKIFVA, gSKIFVA wast used in the mod-

els due to low statistical significance and higirelation with gSKIFENT.

Table 3.2.1.Reference Studies
Author Object | Methods ‘ variables
Provide an overview of the current status of
Gagliardi et European SMEs, their structure and contrib JF-{e ression. |Number
9 tion to employment and to wealth of the EU| 9 /
al. Cluster analy{Value added
Analyses how and to what extent SMEs are|[e-
(2013) ; L 1S Employment
covering from the economic crisis and what|the
outlook is for the SME sector in the future.
Innovation . . . .
. Overviews of economic structure and KIF in|Graphic analyfEmployment
Union : . P
(2011) Europe becoming more knowledge intensivgsis R&D, BERD
. BERD
Kuusisto Emblovment
And Explore the role of services in relation to teciGluster analy- ploy -
; ) : Labour productivity
Meyer nology development and innovation sis g :
Services imports arn
(2003)
exports
Marzocchi |Present country-level indicators, showing the rouping ser- INumber
and variation between 2008 and 2012 in the nun\g/,ice gecgtors Value added
Gagliardi  |of SMEs, employment by SMEs and SME activities emolovment
(2013) value-added. piloy
Saarenketo Identify how the development of knowledge Develooment
and capabilities may contribute to the fast an b Model variables
et al. (2003) ! . . o of a model
extensiveness of internationalisation.
KIS employment
share
Stc er icke Overview and analysis of service activities irCluster analy- CB;I?RPDp er capita
(2012) Europe SIS Share of pop with
edu3 (age 25-64)
Growth of GDP
Overview of the current status of European
Wymenga [SMEs. Insights into the key drivers of growtiRegression, [Number
etal and competitiveness, such as the role of higi&luster analy-{Value added
(2012) tech manufacturing and knowledge-intensivesis Employment
service
Source: own elaboration.

In Figure 3.2.1, the EU 24 countries growth incesafrom 2008-2009 to
2009-2010 on all variables; Gent was the variablkchieve the highest growth of
25% this high value was in part due to Slovakiaehgmpwth in SKIF numbers on
this period which was over 400 % as mentioned apbiov2010-2011 only GDP
had an increase in the growth rate, still BERD wesvariable that grew more,
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over 10%, also on this period SKIFs had a decreggeoductivity and number; in
2011-2012 the SKIFs number and productivity wertgklia positive growth their
GVA saw a higher growth then on the previous pesiod while BERD had a lower
growth rate this rate was still the highest, GDE amployment on SKIFs had
a slightly negative growth.

Table 3.2.2.Descriptive statistics of variables

gSKIFENT | gSKIFVA | gSKIFEMP | gSKIFPROD | gBR&D |gGDP|

Mean 6.0 0.4 0.8 -0.4 6.8 -0.6
Median 0.8 -0.1 -0.2 0.1 3.9 0.4
Standard deviation [42.9 13.5 7.9 11.1 19.2 4.4
Min -21.27 -26.1 -14.1081 -21.0 -18.710 -15)7
Max 412.7 80.2 54.7 69.6 108.2 9.6

Source: own elaboration.

Table 3.2.3.Correlation between variables

Correlation | gSKIFVA |gSKIFENT |gSKIFPROD|gSKIFEMP| gGDP |gBERD
gSKIFVA 1
GSKIFENT 0.3724 1
GSKIFPROD __ |0.8306 (00310 |1
GSKIFEMP 0.5350 07310  [0.0238 |1
4GDP 0.5420 0.0836  [0.4585 02008 |1
GBERD 0.1732 0.3587  [0.2205 03437 03591 |1

Source: own elaboration.
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Figure 3.2.1.European Union 24 average growth
Source: own elaboration.

3.2.2. SPATIAL PATTERNS OF SKIFS — CLUSTER ANALYSIS

The cluster analysis is an analytical techniqué #ias to classify a sample of
entities, individuals or objects, in a smaller nembf mutually exclusive groups
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based on similarities between entities (Hair et2995). Grouped objects in the
same cluster are quite similar to each other, abttte resulting groups are char-
acterized by a large internal homogeneity and fegternal heterogeneity. Al-
lowing them to classify and simplify the samplealand identify relationships
between different entities (Hair et al., 1995).

There isn't a procedure that is unanimous to akaechers to determine the
exact number of clusters. Therefore, the choiceensaduld be based on the nature
and the objectives pursued by the study, focusmtheoretical concepts and prac-
tical considerations (Hair et al, 1995). Thus,hesd is no hierarchical aggregation
procedure that is considered the best, it is recenai®d to use several methods sim-
ultaneously, and if they yield similar results,nthieis possible to conclude the ex-
istence of "natural” clusters (Maroco, 2003). Me®yifactors obtained were ex-
posed to different procedures to obtain clustedsia@ obtained results were similar.

The interpretation of clusters may be made usieglibcriminatory analysis,
and analysis of the variance multivariable and ariable or Kruskal-Wallis. The
differences between clusters of the different \weis under study were analysed
using the Kruskal-Wallis method and the Chi-squests.

The variables were subjected to a hierarchicatetanalysis, which was used
as a measure of similarity between intervals/ctsesquare of the Euclidian dis-
tance, and as agglomeration the Ward's method tiéthim of maximizing homo-
geneity in each cluster by minimizing the variaméthin each group and to avoid
the problem of “chaining” of observations that mtigitcur in other clustering
methods (for example the shortest distance (Siligkage) method selected by
default in software SPSS) (Hair et al, 1995). la thethod of Ward the distance
between two clusters is the sum of the squaresdsstiwo clusters added all var-
iables. At each step in the agglomeration prodbssinternal sum of squares of
each cluster is minimized in all partitions, ob&drby combining two clusters from
a previous stage. This procedure tends to combirstecs with a small number of
observations (Hair et al., 1995). The Ward mettatdins the clusters, from the all
possible, to minimize the sum of squared errorsr@ida, 2003).

The software SPSS was used to obtain clustersasagplied to the present
study. The SPSS provides the values of closenassgthe items that form the clus-
ters, given by the coefficient of agglomerationsiarp increase in the value of this
coefficient generally indicates the number of @dusthat should be retained (Hair et
al., 1995). For confirmation, the number of clustenggested by this indicator was
then faced with a visual choice made to the Deratogmvhich allows to perform
a visual inspection of the outliers (Hair et a@9%), also provided by SPSS.

By observing the Dendogram in Figure A2, in Anneg, And the relative
variation of the coefficients of agglomerationyis chosen five clusters. This clus-
tering procedure aims to detect possible pattendstygpes of European Countries
according to their knowledge-intensive sectors. dimysis includes characteristic
of European countries, such has the GDP and BERDapita — as well as indus-
trial characteristics — such as SKIF variables it shares per SME. Variables
refer to the year 2012, for more detail see Talf2el3
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Table 3.2.1.Cluster variables

Variable ‘ Unit
Number of SKIF enterprises Number of enterprises
SKIF Gross Value added Millions of Euros
Number of persons employed in SKIFs Number of enterprises
Productivity of SKIFs Euros per worker
GDP Euros per inhabitant
BERD Euros per inhabitant
Share of SKIF enterprises per SME Percentage
share of GVA of SKIFs per SME Percentage
Share of Number of persons employed on SKIFs per SME Percentage

Source: own elaboration.

3.2.3. CLUSTER ANALYSIS RESULTS

From the five clusters obtained (Table 3.2.2),dhster 1 is composed by six west and
north European countries: Austria, Belgium. FinJdnckembourg and Netherlands. Clus-
ter 2 is the biggest cluster of the sample withBastern European countries: Bulgaria,
Czech Republic, Estonia, Hungary, Latvia, LithugRi@land, Romania, Slovakia and Slo-
venia. Cluster 3 and 5 are the smallest clusteiseeafample, they are composed only by
two countries: Cyprus and Ireland (cluster 3) aradtéd/band Portugal (cluster 5). Cluster 4
is composed by four countries: France, Italy, SpathUnited Kingdom of Great Britain
and Northern Ireland. This cluster is the clusi#r thie highest share of SKIF VA per SME.

Table 3.2.2.Cluster Analysis
Share| Share| Share
ent | VA | emp

SKIF | SKIF ‘SKIF

VA | EMP PROD‘GDPpC BERDpc

Clusters Country ‘ SKIFENT |

Austria

Belgium
Finland
Luxembourg
Netherlands
Sweden 119179 24045| 417969 64488 36267 695 29 24 24
Bulgaria
Czech Republic
Estonia
Hungary
Latvia
Lithuania
Poland
Romania
Slovakia
Slovenia 90083 5133 | 286316 1879p 1177p 128 18 23 1
Cyprus
Ireland 20324 7049 | 20792 | 61204 20050 225 19 25 1§
France
Italy
Spain
United Kingdom |567554 1149392080299(53835 | 25200 | 281 23 27 22
Malta
Portugal 69760 4849 | 181603] 27357 1390D 96 19 22 17
Source: own elaboration.
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It can be verified that cluster 1 has the higheatesof SKIF enterprises per SME
and SKIF employment per SME and it is also thetefukat presents highest GDPpc
and BERDpc followed by cluster 4 which presente &aigh shares (above 20%) and
second highest GDPpc and BERDpc, the clusters 2 ane the clusters with lowest
shares followed by the lowest BERD and GDP respadgtieven though cluster 3 is
the cluster where there are less SKIF enterptigethee cluster where SKIFs have high
productivity making it the second cluster with mpsiductivity on the sample.

4. CONCLUSIONS

The European Strategy 2020 reinforces the relevah&MWEs as a key driver for
economic growth, innovation, employment and sdotaigration. The relevance as-
sumed by the EC about SMEs and the strategy offgetitive European economy
based on smart, sustainable and inclusive growtslto the importance of small and
medium knowledge intensive firms (SKIFs) in the &ean context. Most of the
studies about SKIFs are generally about eithernat®nalization properties of
SKIFs, or about how SKIFs influence SMEs, howeverszarce the studies that re-
searches the influence of knowledge intensive legsiservices on European regions,
or relate SKIFs directly with macroeconomic varggblBased on this, the present
study intents to contribute to increase the sdierkhowledge about this field con-
sidered so relevant to the progress of EU memb#r stonomies.

Some main conclusions can be draw from the findorfigise study. Through the
analysis conducted on section 3.1. it can be cdadlthat countries with above aver-
age share of employment and/or value added off 8KWe SMEs with higher employ-
ment and/or value added growth and also higher @R the exception of countries
that only have knowledge intensive services empéynshare higher than average,
these had a growth in SME employment lower. Althotm confirm this, a deeper
study should be made; it might mean that if we $dco much on increasing employ-
ment for KIS firms in the future we can aggravatémployment situation of Europe.
SKIF are highly beneficial to national Europeanresuies, the average GDP per cap-
ita of the countries that have above average sh&KIFs per SME is 25840€ which
is approximately 15% higher than the EU 27 aveeagk43% higher than the average
of the countries with bellow average share of S&ttiployment.

The cluster analysis can confirm, in part, thatiSRroductivity and Employ-
ment growth has positive effects on both GDP amkediture on BERD growth.
The clusters with highest average of shares aoetla¢sclusters with higher GDPpc
and BERDpc, in fact if we order them by averagthefshares of SKIF values and
by BERD we get the same order, and in terms of GOy one cluster changes.

Every analysis points that SKIF employment growitthgaroductivity growth are very
important for the member states GDP and BERD gr@ivtbe SKIFs are highly dependent
on human capital SKIFs benefit with indirect inmestits for example on education, EU
strategy 2020 already attends to this with thesgegharding for example some of the seven
flagships: youth on move and innovation union. fillglic policies under the EU strategy
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2020 confirm the relation with our findings, howetlee investment and support for Ser-
vices, even Knowledge Intensive Services shoulthtweght more carefully or at least
thought of supporting these KIS in a ratio with HWM support and development.
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Annex Al

Table Al. Share of KIS and HMHTM compared to GDP

% share of KIS % share of % share of GDP per
SME in total HMHTM SME in SKIF in total ca itpa
SME total SME SME P

Austria 25.26 1.22 26.48 32100
Belgium 23.03 0.95 23.98 29 800
Bulgaria 13.99 0.98 14.97 3700
Cyprus 11.49 0.50 11.99 18 100
Czech Republic 20.33 3.44 23.77 11 600
Denmark 23.26 1.50 24.76 37 500
Estonia 22.10 1.32 23.41 9100
Finland 19.71 1.93 21.64 31300
France 16.03 0.88 16.91 27 800
Germany 21.33 2.01 23.34 30 000
Greece 19.62 0.80 20.42 16 200
Hungary 29.27 1.25 30.52 8 900
Ireland 23.43 0.51 23.94 36 500
Italy 20.55 1.30 21.85 23500
Latvia 20.50 0.98 21.48 6 400
Lithuania 15.05 0.70 15.75 7 700
Luxembourg 31.02 0.30 31.32 64 200
Malta 18.05 5.94 23.99 13 500
Netherlands 30.93 1.60 32.53 33200
Poland 17.31 1.09 18.40 8 300
Portugal 20.08 0.67 20.75 14 700
Romania 16.59 1.16 17.75 4 600
Slovakia 17.68 2.77 20.46 9 200
Slovenia 25.71 1.90 27.61 15 400
Spain 17.97 0.85 18.82 20 600
Sweden 25.74 1.92 27.66 35 200
United Kingdom 29.10 1.92 31.02 30 600
EU27 average 21.30 1.50 22.80 21470

Source: own elaboration.
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Annex A2
Dendrogram using Ward Linkage
Rescaled Distance Cluster Combine
0 S 10 15 20 25
1 1 1 1 1

Bulgaria 3
Romania 19
Slovakia 20
Czech Republic 5
Hungary 9
Poland 17—
Slovenia P
Latvia 121
Lithuania 13
Estonia 6
Malta

. Portugal 18 J
Cyprus 4
Ireland 10 —I
Belgium 2
Netherlands 16 —l —
Austria 1 —l
Finland 7
Sweden 23 —I
Luxembourg 14
France 8
United Kingdom 24 —I
ltaly "
Spain 22

Figure A2. Clusters Analysis — Dendogram
Source: own elaboration.
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Abstract:

In the theoretical part of the research, the agthgl define the category of human resources
and identify its similarities and differences inatioon to similar categories. Furthermore, they
will provide a brief overview of theoretical and thedological achievements in the measuring
of the value of human capital at the macro level, development of human resources. In the
empirical part of the research, development of humegources will be evaluated through the
HDI in selected countries, with particular emphasisCEE countries. Human resource devel-
opment rank of CEE countries in 2014 will be ed&igdd, and the change in the index in the
period 1990-2014 presented and analysed. In condug will be identified which countries
achieved the greatest change in human developmeéheiperiod 1990-2014.

Keywords: human resources; economic growth; development; HDI; CEE
JEL codes 010, 015

1. THEORETICAL AND METHODOLOGICAL FRAMEWORK

In a knowledge-based economy, that has becomeeaalyraccepted development
model, there is a visible shift of national devel@mt policies from a predomi-
nantly sectorial to factorial approach to developm&herefore, the focus of eco-
nomic interest has become knowledge, i.e. humajuress that are its creator and
promoter. Therefore, in all the countries that glair long-term economic gain, it
is necessary to devise a national strategy of huesource development.

The term "human resources” is often used in doroestd foreign litera-
ture parallel with the terms “human capital“ andtéllectual capital”. Also used
are the terms "population” and “labour force”. Adtigh seemingly similar,
these terms are not synonyms.
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In the studies of economic flows, the basic catggopopulation, because it
is a historical and substantial source of labowrd@nd a precondition for the for-
mation of human capital, intellectual capital anginfan resources.

The term "population” usually implies total numtzérinhabitants who reside
or are currently located in a certain area (Dfag€, 1991).

The size and characteristics of the populationdieenographic factors, along
with economic, technological, social, political,daeanvironmental factors, make
a set of conditions, causes and effects of theugnmocess of social development.
The total number and structure of the populatiovehan impact on the share of
working-age and economically active populationadrdur force. The working-age
population is the population of working age, an@ itegulated by a country's con-
stitution or legislation. Labour force implies thatire employed population and
the unemployed seeking employment. The populasam source of labour force
and, with its developmental characteristics, itanily determines the pace of
a country's economic development (Wertheimer-Balég73).

In the scientific and professional literature tleavers the research of the
significance and contribution of the human factoptoduction and development
of enterprises, local and regional communitiesh& mational economy, com-
monly used categories are "human capital“ and "humegources”. They are of-
ten identified in terms of content and used as Bynts. Following the historical
course of research and measuring the value of imead in people and the values
that people bring into the business process thrdailgbur, it can be concluded
that it is necessary to make a distinction betwhentwo categories. In the pro-
cess of studying human capital, the focus is orviiee of investment in people
through education and health care as well as #éractivities that contribute to
human development. These investments represewnidodl and social cost and
increase human capabilities, knowledge and slBscontrast, in the studies of
human resources, we analyse the contribution ofpdmple to the creation of
a new value by bringing their capabilities, knowgedand skills into the business
process. When a person, i.e. an employee, entehaithan capital into a business
process, the capital becomes the key componeniroah resources.

Alfred Marshall argued that the most valuable dfcapitals is the one in-
vested in people, and he pointed out the importafi¢gedustrial training, labour
organisation and business management for produg@larshall, 1956). He pointed
out that there are different types of labour cdstésause of labour as labour, labour
as an idea and as an organisation. Other civil@o@®is also pointed to the im-
portance of the human factor in production, esplgognphasising a different re-
flection of unequal individual and total educatibrarofessional and qualifying
characteristics of the population on the gain pational economy.

One of the first significant contributions to quination of the human capital
was made by Alfred Sauvy (Sauvy, 1952). He fornada method for the calcu-
lation of the value of human capital that considtthe accumulation of costs for
maintenance and education of people until theikkwngrage.
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In recent years, significant progress has beereaetiin the efforts to meas-
ure human capital. The main representative of thieago School, Nobel laureate
Theodore Schultz, based his budget on the accuionlat investment in the qual-
ity of components, i.e. their improvement (througgiucation and professional
training as well as health care), but his calcatatilso included various losses as,
e.g., those that occur due to mortality (Schul@85).

The content of these calculations indicates Viluaan capital really is. It is
a value invested in people (employees), primahipuagh education and health
care, in order to create knowledge, skills and veagpabilities. Economic literature
primarily studies investment in education, becdugesimpler to determine their
effectiveness from an individual's perspective.lsaicalculation for an investment
in health is much more complex, because the eftddtse investment are difficult
to quantify. However, calculation of the effectiess of investment in education at
the macro level is also very complex, and the doutiion of Gary Becker should
be pointed out in particular. He analysed the i@lahip between costs and benefits
of investing in secondary and tertiary educatiothemUSA (Becker, 1964).

According to Par (2016) human capital is a contegt highlights the crucial
importance of education, knowledge, skills and béies of people (labour force)
for economic development, treating them as capitaestment in the development
of human capital is mainly achieved through edocethat increases labour produc-
tivity and entrepreneurship. Such an investmespéific, because it always results
in individual ownership that contributes to the tleaf enterprises and society. It is
considered to be the most important dimensianteflectual capital.

Intellectual capital is a relatively new, complex economieg@aity that
represents all the business factors that are not explicithegsgd in the tra-
ditional financial statements; however, they provide added valuestort
ganisation and significantly affect long-term profitability and contipet
ness of the company. The term intellectual capital impliestieeeapplica-
tion of knowledge in production and any other creative activity, th@yabil
to convert invisible assets like knowledge into products and serthed
deliver value (Sunda 2009). Human capital is a component and the driving
force behind intellectual capital that also comprises structarairganisa-
tional) capital and relational (or customer) capital.

Human resourcesimply total psychological and physical capacitieshe
disposal of enterprises, which they can use toeaghitheir business goals
(Bahtijarevi Siber, 1999).

The above text is the basis for the conclusionplsgthological and physical
capabilities depend on investing in people, whiadkans human capital. Greater
human capital potentially means more human reseurce

During working life, human capital and human resesrcan be increased by
investing in psychological and physical health adl &s investing in knowledge,
skills and competences through life-long learntdgwever, not only are human re-
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sources increased by acquiring new knowledge ailid, ¢lut also through the pro-
motion of employees, implementation of quality mational systems i.e. a good
combination of material and immaterial compensationore successful combina-
tion and management of the production factors. firféans that the size of the con-
tribution of the human factor to the creation ofin@lue in enterprises does not only
depend on the value of human capital and humaniress, but also on the organisa-
tion of the business process, management of tleiption and development factors,
and activities of the function of human resourcean enterprise. All of this is, ulti-
mately, a result of accumulated human capital amdam resources.

At the national level, human resources can be ddfars total psychological
and physical energy owned by the residents of atcpui.e. that is at the disposal
of the society and can be used for the achieveofétstdevelopment goals. At pre-
working age, society has a crucial influence onfdmmation and development of
human resources, primarily through education aradtiecare, but also through
other activities, e.g. child care, sports and caltactivities.

Human resources cannot be directly expressedrirstef value, so their value
and development level are measured indirectly.lifdrature offers different criteria
for the estimation of value and development of humegources at the macro level.

W. Petty was the first to attempt to quantitativelyaluate human resources
for England in the 17th century (Vinski, 1977). tyetarried it out in the form of
a budget of total earnings of the population amdaipropriate size of capital these
earnings would bring if they were invested at daiprinterest rate.

Friedrich and Johann von Thunen used two methodsttmate the value of
human capital. They are capitalising on the natevalf future earnings per market
interest rate and the total cost of human developmaiea certain age (Jarvis, 2000).
They found that the value of human capital in GBy@ain in 1891 was five times
higher than the value of the stock of physical pi

Bowman argues that human resources should be éstiraa the total value
of services the employees will provide in the feesble working life discounted
by the corresponding number of years (Bowman, 1974)

In their work Education, Labour Force and Econo@iiowth (Harbison, My-
ers, 1964), Harbison and Myers developed quamidtidicators for measuring
development of human resources after they had folaideconomists neglected
the studies of the human factor and its signifieaand contribution to economic
growth. They estimated that the reason is primaihidyinability to identify the in-
put-output relationship that is indisputable in piegl capital, because this capital
is directly measurable in terms of value. Harbiaod Myers calculated the com-
posite Human Development Index with the followingven partial indicators:
1. The number of teachers in primary and secorgtdrgols per 10,000 inhabitants;
2. The number of engineers and scientists per 00rd@bitants; 3. The number of
doctors and dentists per 10,000 inhabitants; 4ld@i aged 5 to 14 in primary
school education; 5. Average enrollment quotasrimary and secondary educa-
tion; 6. Percentage of the population aged 5 terirélled in secondary education;
7. Percentage of the population aged 20 to 24 ledroi tertiary education.
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The interest in studying human capital grew in $skeond half of the 20th
century, which is primarily the credit of Nobel teates Theodore Schultz and Gary
Becker. However, it should be noted that this wasady a time when development
of national economies was impossible without insiegthe education level of the
population. Therefore, both Schultz and Becker grily studied investment in ed-
ucation, which they treated as an investment indmmapital, although Schulz
identified several groups of activities and flowattaffect increase in human capi-
tal. These are: improvement of health servicesnébeducation, workplace learn-
ing, adult education outside the company as welhdisidual and family migra-
tions due to better employment opportunities (Mer2@03).

The OECD publications cite three methods for meéaguhuman capital:
through education and training costs; through cdenmy assessment tests;
through "achievement” indicators: wages, job sdgujbb status.

In the past 10 to 15 years, there has been aisigmifshift in the understand-
ing of the connection between economic growth aadetbpment, human re-
sources, research, innovation and technology. Uitarobs explanations of tech-
nological development or human resource develop@etite basic moving force
of economic growth have been abandoned. Some autletieve that HDI alone is
not a sufficient measure for determining economasgh and that analyses should
include a whole range of other indicators (Bagalio0s).

2. MEASURING THE DEVELOPMENT OF HUMAN
RESOURCES THROUGH HDI

The UN has recently calculated the index of humaretbpment (HDI), i.e. Human
Development Index. Taking into account the contérthe HDI, it can be used as
a good indicator of development of human resoumdspugh HDI is also an indi-
cator of a country's level of development. The ind&as contructed in the early
1990s by Amartya Sen (Nobel laureate), Mahub ul, akstav Ranis (Yale Uni-
versity), Meghan Desai (London School of Economiesid the UN has used it
ever since; it is released in the annual Human Deweent Report.

The UN defines the very concept of human developritea broader sense
as development of the people, development for #uple and development by
the people (Human Development Report, 1993). HRalsulated as a composite
index combined of the following three indicators:Life expectancy and health
condition of the population measured by life expecy at birth; 2. Knowledge
and education of the population; 3. Purchasing ppoiwe standard of living of
the population measured by GDP per capita. The fiive indicators indirectly
show development of human resources, while thel tisipreferred in showing
the achieved level of development of a country.

However, it should be noted that in the seconddfalie 20th century, numer-
ous economists stressed the importance of educatibeducation level of the pop-
ulation for economic growth as well as progressdecelopment of individuals.
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Until 2009, all countries of the world were cateiged in three groups ac-
cording to HDI value: (0,000-0,499 low HDI coungje0,500-0,799 medium
HDI countries; 0,800-1,00 high HDI countries.

Since 2009, the UN has classified the countriesfmiir groups:

- Very high HDI countries (0,9-1,00).
- High HDI countries (0,8-0,899).

- Medium HDI countries (0,5-0,799).
- Low HDI countries (0-0,499).

Since this is a relatively new indicator composéchaltiple components, it
is constantly complemented, and thus, its contemsge. Since 2010, the World
Bank has introduced a new methodology for calcag¢pthe Human Development
Index. According to the methodology of the calcigiat by 2010, knowledge and
level of education were expressed through the ceitgp@d\dult Literacy Index
and the share of relevant population groups in arymsecondary and tertiary
education. Since 2010, this indicator has beerapgpl with a new indicator of
level of education that shows access to knowleageismeasured by mean and
expected years of schooling of the population.

Table 1. Comparison of Old and New Methodology for Calcingtthe Human Devel-
opment Index

Old methodology (until 2009) New methodology (since 2010)
1 LE = LE-25 1 g = LE-20
85-25 832-20
2. Bl = 2xALl + 1 xGEI _ JMYSIXEYS
3 3 2. =X">""""
0951
ALl = ﬁ MYS
100 MYSl= ——
_ CGER 132
GEl = EYS
100 EYSI=—=
_ In(GDPpJ -log (100 206
3. GDP=
log(40000Q —log(L00 3 || =_N(GNIpg ~In(163
HUMAN DEVELOPMENT INDEX In(10819 - In(163=
LE|l + El +GDP HUMAN DEVELOPMENT INDEX
HDI = 3 HDI = JLEIXEIXxII

Note: LEI — Life Expectancy Index, El — Education Index, ALl du Literacy Index, GEI — Gross
Enrollment Index, ALR — Adult Literacy Rate, CGER — Combined &iosrollment Index, HDI —
Human Development Index, MYSI — Mean Years of Schooling, EY8pe&ed Years of Schooling.
Source: Authors according to the Human DevelopiRepbrt 2009 and Human Development Report 2011.

Since 2010, new criteria for ranking of the cowggriave been applied taking
into account the Human Development Index. All coiestare classified into four
groups, so that each of the groups includes Ysblserved countries:
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- 25% of the highest-ranked countries are countriiés wery high level of
human development;

— the other 25% of the ranked countries are countithshigh human development;

— the third 25% are countries with medium human dgwalent;

— the final 25% are countries with low human develeptm(Human Devel-
opment Report, 2011).

GLOBAL Long Education Standard
DIMENSION and healthy life of the population of living

. Mean years Expected years :
INDICATOR Life expectancy . . Purchasing power
of schooling of schooling

v e v

Life Expectanc - GDP pe
INDEX Loz Ziombie: Education Index .GDP er
Index Capita Index

N v 4

Human Development Index

Figure 1. Human Development Index (HDI)
Source: own study.

In 2014 and 2015, countries were categorised iotw fijroups according to
the new methodology (http://hdr.undp.org/sites/diffles/hdr2015_tech-
nical_notes.pdf):

- Very High HDI countries (0,800-1,000).
- High HDI countries (0,700-0,799).

- Medium HDI countries (0,550-0,699).
—  Low HDI countries (0-0,549).

Regarding its content, HDI can be used a Human Dpxeent Index, and is
calculated as an index composed of three indicalif@sexpectancy, purchasing
power of the population and education of the papurta

The greatest change in the calculation of the Hub®relopment Index has oc-
cured in the category of the population's educatdile in 2010 the calculation of the
Human Development Index included adult literacy ensbliment in education, since
2010, the Education Index has consisted of meamgmected years of schooling.

3. DEVELOPMENT OF HUMAN RESOURCES IN CEE COUNTRIES

The term CEE includes all the Eastern bloc coumtniest of the post-World War |l
border with the former Soviet Union, the indeperndstates in former Yugoslavia
(which were not considered part of the Eastern)blaed the three Baltic states —
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Estonia, Latvia, Lithuania — that chose not to jibie CIS with the other 12 former
republics of the USSR. The transition countriegimope are thus classified today
into two political-economic entities: CEE and ClSe CEE countries are further
subdivided by their accession status to the Europiegon (EU): the eight first-wave
accession countries that joined the EU on 1 MaylZ@3tonia, Latvia, Lithuania,
Czech Republic, Slovakia, Poland, Hungary, ande&l@), the two second-wave ac-
cession countries that joined on 1 January 200imh@Rda and Bulgaria) and the third-
wave accession country that joined on 1 July 2@t84tia). According to the World
Bank (2016), “the transition is over” for the 1Quodries that joined the EU in 2004
and 2007. It can be also understood as all cosndfithe Eastern Bloc.

The following table shows HDI in the selected coigstin 2014. In addi-
tion to CEE countries, the table also includesftist six countries ranked ac-
cording to the Human Development Index: Norway, thalg&a, Switzerland,
Denmark, the Netherlands and Germany. The first C&lntry on the list in
2014 was Slovenia (ranked 25th), followed by: ttme€h Republic (28th), Es-
tonia (30th), Slovakia (35th), Poland (36th), Lat\i37th), Hungary (44th),
Lithuania (46th), Croatia (47th), and Montenegr8ty. All of these countries
rank among those with a very high Human Developnietéx. Romania, Bul-
garia, Serbia, Macedonia, Albania and Bosnia andzétpvina are, according
to the UN methodology, countries with a high HDhkple 2).

The countries in the table are grouped accordingDorank. Except for Hu-
man Development Index, the table also shows itspamrants: life expectancy at
birth, expected and mean years of schooling, aosgsgnational product expressed
according to purchasing power parity in pricesGi2.

Table 3 shows HDI deviation of the observed coestfiom the HDI average
for countries with very high HDI, the average ofintries with high HDI, the world
average, and the countries of Europe and East Asia.

All CEE countries have a negative HDI deviation pamed to the average
value of HDI countries with a very high Human Dey@hent Index (ranging from
-1,75% to -18,24%). Compared to the countries witiigh Human Development
Index, all CEE countries, with the exception of &flia and Bosnia and Herze-
govina, have a positive deviation (of +23,13 ta563, When the average deviation
of the Human Development Index is calculated iatieh to the world, CEE coun-
tries record a positive deviation, and when theeolld countries are compared
with the average for Europe and Central and Eagi, Ag which these countries
gravitate according to the World Bank methodoldggcedonia, Albania and Bos-
nia and Herzegovina record a negative deviation.

Table 4 shows the change in HDI in the selectecht@s in the period
1990-2014, change in rank of the country in theque2009-2014 (since the new
methodology has been in use), and the index of &liange (based in the year
2000). The highest positive deviation of the raskacorded in Estonia and Slo-
vakia (increase of 3 places), while Latvia hadgheatest developmental lag (de-
crease of five places) and Hungary (decrease of fitaces). Croatia also rec-
orded a decrease; its rank fell from the 46th tth4lace. However, it should be
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noted that, in the period between 1990 and 20 B4Republic of Croatia achieved
the largest HDI increase of all the observed CE&ntdes (+0,83), which also
represents the largest human development growtherworld in the observed
period. This growth would have been even higherthade not been a slowdown
of growth in the period 2000-2014.

Table 2.HDI in the Selected (CEE) Countries in 2014

Human De- Life expec-| Expected y'(\e/l:rznof tioig?sirslcr:)%e
HDI Country velopment tanpy at | years .of school-| (GNI) per
rank Index (HDI) birth schooling| ™ .
ing capita
Value (years) (years) | (years) (2011 PPP $
2014 2014 2014 2014 2014
VERY HIGH HUMAN DEVELOPMENT
1 [Norway 0,944 81,6 17,5 12,6 64.992
2 |Australia 0,935 82,4 20,2 13,0 42.261
3  |Switzerland 0,930 83,0 15,8 12,8 56.431
4 |Denmark 0,923 80,2 18,7 12,7 44.025
5 |Netherlands 0,922 81,6 17,9 11,9 45.435
6 |Germany 0,916 80,9 16,5 13,1 43.919
25 |Slovenia 0,880 80,4 16,8 11,9 27.852
28 |Czech Republic 0,870 78,6 16,4 12,3 26.660
30 |Estonia 0,861 76,8 16,5 12,5 25.214
35 |Slovakia 0,844 76,3 15,1 12,2 25.845
36 |Poland 0,843 77,4 15,5 11,8 23.177
37 |Lithuania 0,839 73,3 16,4 12,4 24.500
44 |Hungary 0,828 75,2 154 11,6 22.916
46 |Latvia 0,819 74,2 15,2 11,5 22.281
47 |[Croatia 0,818 77,3 14,8 11,0 19.409
49 |Montenegro 0,802 76,2 15,2 11,2 14.558
52 |Romania 0,793 74,7 14,2 10,8 18.108
59 |Bulgaria 0,782 74,2 14,4 10,6 15.596
66 |Serbia 0,771 74,9 14,4 10,5 12.190
g1 |The former YugoslavRel 7,7 75,4 134 | 93 11.780
public of Macedonia

85 |Albania 0,733 77,8 11,8 9,3 9.943
85 |Bosnia and Herzegoving 0,733 76,5 13,6 8,3 9.638

Source: Authors according to HDR 2015, United Nations.
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Table 3. HDI Deviation in the Selected (CEE) Countries frime Average of Individual
Groups of Countries

VHHD HHD | World | E&CA
Country = = = =
100 100 100 100

VERY HIGH HUMAN DEVELOPMENT |

Norway 105,34 126,81 132,78 126,19
Australia 104,35 125,64 131,50 124,99
Switzerland 103,79 124,95 130,78 124,28
Denmark 103,05 124,10 129,86 123,44
Netherlands 102,88 123,90 129,65 123,23
Germany 102,24 123,13 128,84 122,41
Slovenia 98,24 118,32 123,81 117,68
Czech Republic 97,11 116,98 122,38 116,37
Estonia 96,04 115,70 121,07 115,08
Slovakia 94,14 113,38 118,65 112,79
Poland 94,04 113,26 118,52 112,64
Lithuania 93,69 112,83 118,06 112,24
Hungary 92,44 111,34 116,50 110,74
Latvia 91,34 110,08 115,16 109,44
Croatia 91,24 109,88 114,98 109,30

Montenegro 89,53 107,82 112,83 107,25

HIGH HUMAN DEVELOPMENT

Romania 88,48 106,56 111,50 105,99

Bulgaria 87,24 105,06 109,94 104,50
Serbia 86,071 103,65 108,46 103,09
The former Yugoslav Republic of Macedonia 83,4000,44 105,10 99,97
Albania 81,74 98,49 103,06 97,96
Bosnia and Herzegovina 81/76 98,44 103,03 97,93
Human development groups

Very high human development 100,0020,48| 126,0/ 119,84
High human development 83,02100,00 104,63 99,45
Medium human development 70{31 84,64 88,61 84,23
Low human development 56,37 67,89 71,04 67,53

Source: own study.



Table 3. HDI Change in the Selected Countries in the Period-201<

HDI c Rank Change HDI change HDI INDEX 2000=100
ountry 2009- 1990-| 2000- {20104 1990- 2000
rank 2012 200¢ | 201¢ | 2012 2012 1990 ~10C 2010| 2011| 2012| 2013| 2014
VERY HIGH HUMAN DEVELOPMENT
1 |Norway 0 0,77 | 0,28 |0,11| 0,44 | 92,64100,0(1102,5102,6(102,77{102,7¢ 102,55
2 |Australie 0 0,3¢ | 0,3z | 0,2C| 0,32 | 96,4%100,0(103,37103,5¢103,8¢104,0( 104,1}
3 |Switzerlanc 0 0,67 | 0,4C | 0,14 | 0,47 | 93,57100,0(/104,1(/104,17104,4(/104,5% 104,6¢
4 |Denmarl 1 0,7€¢ | 0,5 |0,41| 0,61 | 92,6€100,0(105,4(106,8:106,8¢107,0¢ 107,1«
5 |Netherland 0 0,5€ | 0,3¢€ | 0,34| 0,44 | 94,57100,0(103,7(]104,82104,9¢104,9¢ 105,1:
6 |German 3 0,6€ | 0,5¢ | 0,2¢| 0,5€ | 93,65 100,0(106,0(106,4¢106,97(107,0:| 107,1Z
25 |[Slovenit -1 0,7¢| 0,61 |0,12| 0,5¢ | 92,94100,0(106,37106,4¢106,54106,5¢ 106,8¢
28 |Czech Fepublic 0 0,7€¢ | 0,5C | 0,21| 0,5€ | 92,7{100,0(105,0§105,4¢105,55105,7% 105,9¢
30 |Estonit 3 0,7¢| 0,71 | 0,6¢| 0,71 | 93,0(/100,0(/107,37108,84109,5:{110,0z 110,3(
35 |Slovakic 3 0,34| 0,8z | 0,4¢| 0,5€ | 96,6¢100,0(108,4¢109,0:/109,57110,04 110,5}
36 |Polanc 1 0,9¢| 0,5 |0,41| 0,7C | 90,64100,0(105,4¢106,02106,5:106,84 107,1¢
37 |Lithuanie -1 0,3z | 0,9 | 0,3¢| 0,5¢ | 96,84100,0(1109,6¢110,17110,4¢111,05111,3
44  |Hungan -4 0,9C| 0,67 |0,21| 0,6€ | 91,44100,0(106,87107,05107,1({107,3¢ 107,7¢
46 |Latvia -5 0,4¢ 1,08 | 0,28 | 0,7C | 95,1¢100,0(/111,47111,6¢111,77112,17 112,5¢
47 |Croatie -1 1,1z | 0,7¢ |0,3z| 0,8% | 89,42/100,0(/107,77108,6¢109,0:109,0¢ 109,1¢
49 |Montenegr 1 . . 0,3z . 100,0(/100,7(/100,7¢101,1Z/ 101,2¢
HIGH HUMAN DEVELOPMENT
52 |Romani: -1 0,04 1,06 | 0,2€ | 0,5C | 99,5¢100,0(/111,0§111,27111,55111,97 112,2¢
59 |Bulgarie 0 0,2€ | 0,81 | 0,2¢| 0,4¢ | 97,4(]100,0(/108,3108,7(]109,0¢109,2¢ 109,6(
66 |[Serbit -1 -0,0t | 0,68 | 0,45 | 0,3z [100,5f100,0(106,7{107,27/107,37 108,67 108,6¢t
81 |The former Yugoslav Republic of Macedc -2 . . 0,31 . . . 100,0(/100,5%100,6¢100,8¢ 101,2¢
81 |Ukraine 2 -0,54| 0,92 | 0,51| 0,24 [105,57100,0(/1109,5¢110,5(/111,27111,6(] 111,8(
85 |Albania 2 0,5C| 0,9€ |0,32| 0,67 | 95,1(/100,0(/110,07110,9111,1111,55 111,6:
85 |Bosnia and Herzegovil 2 . . 0,7¢ 100,0{101,97102,2:102,7:/ 103,17

Source: Own stud
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4. CONCLUSIONS

Human resources imply total psychological and physical capacities at the disposal
of enterprises which they can use to achieve their business goals. The category of
human resources is often identified with the category of human capital although
they should be substantially differentiated. Human capital is a value invested in
people (employees), primarily through education and health care, to create
knowledge, skills, and work capabilities.

The role of human resources in the development of enterprises and national
economies has recently increased, and so have the attempts of their presentation
and measurement of their impact on growth and development. The Human Devel-
opment Index has increasingly been used as an indicator of human development,
and this paper explains why this index is a good indicator of development of human
resources. The research has shown that CEE countries largely belong to countries
of very high human development (with the exception of Romania, Bulgaria, Serbia,
Macedonia, Ukraine, Albania, and Bosnia and Herzegovina). Slovenia is ranked
highest of all the CEE countries according to the Human Development Index
(ranked 25th), and the Republic of Croatia lags behind by 22 places (and is ranked
47th). However, it should be noted that Croatia, of all the observed countries,
achieved the largest positive shift in the Human Development Index (1,12) from
1990 until 2014, which is primarily a result of education of the population.
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Abstract:

The article analyses efficiency and equity trade-off in edutanh observed countries in South
East Europe countries. Efficiency relates to how well an engrallocates scarce resources to
meet the needs and wants of consumers, while equity dealthwitlistribution of resources and
is related to fairness and social justice. The aim isl¢atify those circumstances under which
equity and efficiency may not trade-off against each othdeast in theory, education is a means
by which democracies attempt to equalize opportunities amongnstfor economic success. Ed-
ucation and training policies could have a significant positive ilmpaeconomic and social out-
comes, including sustainable development and social cohes®ooithmonly thought that oppor-
tunity equalization, in that dimension, is implemented by theigian of equal access to public
resources to all citizens. However, very often this isimtase and often existing public services
— like education systems — reproduce or even increase exisgigjties.
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1. INTRODUCTION

Across the developed world and in most transitiod post-transition countries,
in the context of demographic change (particulgypulation ageing), public
budget constraints and the challenges of glob&bisatnd technological inno-
vation, greater attention has been placed on impgoefficiency in providing

public services, particularly education. This i§course, highly desirable but
it is frequently assumed that efficiency and equibjectives are mutually ex-
clusive. However, there are situations where eqariy efficiency may not trade
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off against each other. The goal of the articlei$ind out the possible recon-
ciliation of equity and efficiency in education.

After introductory notes, in Section 2 the theasatibasics are given. Sec-
tion 3 is dedicated to the equity and efficiencgdie off in education. Section
4 explains situation in different South East Europantries regarding the men-
tioned issue. The paper finishes with conclusiams$ @commendations for the
enhancement of educational and training policy.

2. THEORETICAL BASICS

Efficiencyrelates to how well an economy allocates scarseures to meet
the needs and wants of consumers. Efficiency m#eatsall goods or services
are allocated to someone and the criterion for enoa efficiency is value.
A change that increases value is an efficient ckaangyd any change that de-
creases value is an inefficient change.

Equityconcerns the distribution of resources and isitably linked with con-
cepts of fairness and social justice. When mardatlierium is efficient, there is
no way to reallocate the good or service withoutihg someone. Head (1993)
distinguishes between horizontal equity in the sesfssimilar individuals being
treated in a similar fashion, vertical equity ire thense of taxation in accordance
with the ability to pay and the “benefit principlef equity- taxpayers should pay
for public services in the same proportion thaythse them.

In some fundamental respects, equity is complemegritathe pursuit of
long-term prosperity. Institutions and policiesttpaomote a level playing field
- where all members of society have similar chanodsecome socially active,
politically influential, and economically producéw contribute to sustainable
growth and development. Roemer (1998) believes tthette are two views of
equality of opportunity. The first, which he catlfe non-discrimination principle,
states that in the competition for positions inisty; individuals should be judged
only on attributes relevant for the performancehaf duties of the position in
guestion. Attributes such as race or sex shoulémgdy not be taken into ac-
count. The second states that society should da ivican to level the playing
field among persons who compete for positions, @sfig during their formative
years, so that all those who have the relevaninpiateattributes can be consid-
ered. Common to both positions is that at sometgbm principle of equal op-
portunity holds individuals accountable for the i@glement of particular objec-
tives, whether they are education, employment,theat income.

The complementarities between equity and prosparise for two broad sets
of reasons (World Bank, 2005). First, there are yrmaarket failures, particularly
in building human capital. As a result, resources/ mot flow where returns are
highest. For example, some highly capable childmay drop-out of regular
schooling, while others, who are less able, maigtiiuniversity and obtain their
PhD. When markets are missing or imperfect, th&idigions of resources and
power affect the allocation of investment and depiglg opportunities. The ideal
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response is to correct the market failures; butrevfigis is not practical, or far too
costly, some forms of redistribution and/or ensuasedess to services, assets, or
political influence can increase economic efficignc

The second set of reasons why equity and longjeosperity can be comple-
mentary follows from the fact that high levels abaomic and political inequality
tend to lead to economic institutions and soci@regements that systematically fa-
vour the interests of social strata (groups) witbreninfluence. Such inequitable
institutions can generate economic costs. Whendtadgallocations benefit mainly
the politically influential and/or when the distuifion of public services favours the
wealthy, all other middle and poorer social layemd up with unused possibilities
and talent. These adverse effects, of unequal appties and political power, on
development are all the more damaging because stonpolitical and social ine-
gualities tend to reproduce themselves over tintka@noss generations.

Such phenomena are caliedquality trapsecause they cause social immobil-
ity that is particularly pronounced for low-incoradizens. Education is intrinsic
value and affects the capacity of individuals tgaae in economic, social, and po-
litical life. Yet children face considerably diffamt opportunities to learn and to lead
healthy lives in almost all populations, dependimgasset ownership, geographic
location, or parental education, among others. & rEgjuities are usually associated
with differences in an individual’s “agency'the socio-economically, culturally and
politically determined ability to shape and infleerthe world around oneself. Such
differences create biases in the institutions afebsrin favour of more powerful and
privileged groups because the poor usually hawMege, less income, weaker net-
works, and finally, less access to services thast wiber people.

The persistence of inequality trapwith mutual reinforcing inequalities in the
political, social, economic and cultural areaBas many consequences. The most
important is that, because of market failure amdwhy in which institutions evolve;
inequality traps can influence not only the disttibn but also the aggregate dynam-
ics of economic growth and socio-political devel@mtn This in turn means that, in
the long run, equity and efficiency may be completsenot substitutes.

At least three considerations are important abthiset. First, while more even
playing fields are likely to lead to lower observedqualities in educational attain-
ment, the policy aim is not equality in outcomeslded, even with true equality of
opportunities, one would always expect to obseoraesdifferences in outcomes
owing to differences in preferences, talents, ¢tiad luck. Second, a concern with
equality of opportunity implies that public actishould focus on the distributions
of assets, economic opportunities, and politicateorather than directly on ine-
quality. Policies can contribute to the greater amate equal access to public ser-
vices- largely education and information. Third, there may be various stor,
policy-level trade-offs between equity and efficignGreater equity implies more
efficient economic functioning, reduced conflictegter trust, and better institu-
tions, with dynamic benefits for investment andvaia

It is often stated that equity and efficiency anenpeting goals: equity is pur-
chased at the expense of efficiency. There aresemses in which this phrase is
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uttered. The first is that redistributive taxatimay be purchased only at the cost of
Pareto inefficiency, due to workers’ and firms' ifag different effective wages.
This is true. The second sense is that redistohutiay lower total output. These
two claims are in principle independent. There rhaypolicies which re-allocate
income and/or social services (like public eduagtio a more equitable manner,
lower total output, but are not Pareto inefficiddbemer and Trannoy (2013) used
as an example, re-allocating educational funds temtiary education to secondary
education in a poor country. This might have a lyuredistributive effect, without
significant consequences for Pareto efficiency.

At least in theory, education is a means by whielmodcracies attempt to
equalize opportunities among citizens for econosniccess. Education and train-
ing policies could have a significant positive irmpan economic and social out-
comes, including sustainable development and saciaésion. It is commonly
thought that opportunity equalization, in that direi@n, is implemented by the pro-
vision of equal access to public resources toitilems. However, very often this
is not so and often existing public serviedike education systemsreproduce or
even compound existing inequitig®etts and Roemer (1999) examine the relative
effectiveness of changing educational expendital@sg both the intensive and the
extensive margins. Their central point is that floe USA mere equalization
achieves little Disadvantaged children from families at the hottof wealth dis-
tribution usually do not have the same opportusiis children from wealthier
families to receive quality education and achieighér levels of attainment. Be-
cause of their minimal education, these disadvaatadildren can expect to find
badly paid jobs and earn less as adults. As batilgaged citizens they will have
less voice and power in the political process aifichat be able to influence spend-
ing decisions to improve public schools for thédiildren.

Calvo-Armengol and Jackson (2005) developed a mebete an individual
sees higher returns to investments in human cagpitah their neighbours in a so-
cial network have higher levels of human capitédeyf show that the correlation
of human capital across generations of a givenlfaigidirectly related to the
sensitivity of individual investment decisions twetstate of the social network.
Increasing the sensitivity leads to increased gérerational correlation, as well
as more costly investment decisions on averagediety. As the badly educated
mostly socialise with similar badly educated peé#ere are only limited possi-
bilities that they will profit in their behaviourdm their better educated neigh-
bours. The authors conclude that the dependeneesogial channel leads to in-
efficient human capital investment decisions.

If the opportunities faced by children from poomfiies are so much more
limited than those faced by children from rich &raand if this hurts develop-
ment progress in the aggregate, then public ad¢taema legitimate role in seek-
ing to broaden the opportunities of those who fdme most adverse choices.
But how to ensure that actions outlined will reggaénciples of efficiency and
equity? The realisation of an efficiency aaguity trade-off in education could
be obtained through improving accessibility andasding quality. For medium
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level developed countries, with a high participatia primary and secondary
education, particular attention should be focuseidd¢rease participation in ter-
tiary education and enhance its efficiency.

Excluding a number of professional and managenefotms (such as cur-
riculum reform or teacher training) that do not @éan explicit documented im-
pact on distribution, efficiency and equity, Tiongg2005) stresses that there are
several broad changes to education policy thataeetly related to equity and
efficiency of educational systems. They are:

- Expenditure reformA government may choose to restructure its expend-
itures to reallocate spending from higher educatimra lower level of
education or vice versa.

- Financing reform:A government may choose to reform the financingai-
cation by introducing user fees (cost recovery).

- Management and institutional reform#s country in which there is centralized
management of the education system may choosepleriment management
reforms by decentralizing the administration of eation.

The bulk of evidence shows that there are usudglyificant private returns
to those who participate in higher education (therage private rate of return
from higher education is close to 9% across ten DEGuntries- Commission
of the European Communities, 2006), and that tlaesenot entirely offset by
progressive tax systems. This can have a revedsstnibution effect. This re-
gressive effect is particularly acute where sctsystems exacerbate the effects
of socio-economic background on educational attaimm

In order to bring about a more equitable balandedsn the costs funded by
individuals and society and the benefits accrueshtoy, and to contribute to providing
universities with the extra funding they need, meoyntries are turning to the main
direct beneficiaries of higher education, the stisigo invest in their own futures by
paying tuition fees. Evidence also suggests tleatthrket effects of tuition fees may
improve the quality of teaching and managementiveausities, and reinforce student
motivation. Most economists maintain that tuitiee$ — assuming some means tested
grants and/or sufficient available students’ loarare actually more equitable than
free higher education in that students are evergauttisproportionately from the mid-
dle and upper classes and the taxing systems incmastries tend to be proportional
or even regressive (Teixeira, Johnstone, Rosaevietsyn, 2008).

Clearly, the development of tuition fees without@mpanying financial sup-
port for poorer students risks aggravating inegintpccess to higher education.
The most disadvantaged are frequently the mostariskdebt-averse, and are more
likely to baulk at spending time studying, rathsart earning, when private returns
after graduation are not assured. The costs oEhigthucation could be made more
bearable through the availability of various typéstudent financial support, be it
in the form of grants, scholarship, loans or thieded payment of tuitions fees.
Other financial incentives could be premium graotexcellent students and/or
those who choose science and engineering programmes
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Inequities in education and training also have hhigelen costs which are
rarely shown in public accounting systems. Poligidsch reduce such costs can
deliver both equity and efficiency benefits. Thigsachieve equity, one should take
into account all the costs as well as the benefitsiccessful data collection, anal-
ysis and prudent cost-management. According to MekKeMoak (2000), this ap-
proach is a self-evident precondition both witharegto enhancing efficiency and
cost effectiveness and in making a case for monéadgle resources usage.

Access to schooling mattergspecially for very poor families — but very often
it is only a small part of the problem. Greateremscneeds to be complemented by
supply-side policies (to raise quality) and demaiu# policies (to correct for the
possibility that parents may underinvest in thecation of their children for various
reasons). Some of the possible reasons for suckrinmdstment are that resource
constrained households lack money to keep theldrelm healthy and in school
and/or that some groups only see insignificantrnsttio schooling because of dis-
crimination. Thus, providing financial possibiléi@nd incentives for education is
necessary, but not sufficient because it is import@ eliminate the perception of
discrimination, conscious or not, that can affegestment in human capital.

Free access to higher education does not necgsgadrantee equity. To
strengthen both efficiency and equity it is necegsa create appropriate con-
ditions and incentives to generate higher investnfiemm public and private
sources, including, where possible through tuifiees combined with accom-
panying financial measures for the disadvantaged.

3. SITUATION IN SELECTED SOUTH EAST EUROPE COUNTRIE S

In all observed countries Furthermore, participatioeducation and formal educa-
tion has a positive impact on individual persorsalvall as social development, social
inclusion and social cohesion. For example, amaugple with upper secondary and
tertiary education, the unemployment rate is omayelower than among less well
educated people (persons who finished primary $atanost). Better educated and
gualified persons also wait less time (as unemplpjar a job and have a higher
income when they find a job and better possibditar professional promotion. Also,

the risk-of-poverty rate is significantly lower amgpbetter educated persons.

3.1. ALBANIA

For creating a competitive economy, various natistrategies and policies were
accepted with aim to segregate responsibilitiesanctions in the education sector
among levels of governance as well as to identifiyditions for the increase of
accountability for functions expected to be deadisted. Generally, access to pre-
university education in Albania displays a low leekparticipation if compared to
OECD countries (Albanian Ministry of Education écience, 2003). There is also
a variation when regions within Albania are complarkén adult in Tirana for in-
stance attends education institutions for 3.5 yeayee compared the average of
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Albanian republic. There are huge discrepanciewdmt urban and rural areas,
where the later suffer from less access to publicises generally and to education
in particular. Despite the reforms undertaken al#tst years this system has a very
low reputation from the quality perspective andplecentage of those engaged in
such system is very low. Future reforms shouldfented towards the conceptu-
alised of education (particularly higher) as a pupbod, improvements of stand-
ards in both teaching and research, strengthehiadirtk of the education with
labour market and maintaining diversity in imprayithe educational standards.
Furthermore, there is a need to diversify the fam@nsources by aiming at long
term financial sustainability and insure the autog®f education institutions.

3.2. BOSNIA AND HERZEGOVINA

The educational system in Bosnia and Herzegovir&H)Bis highly frag-
mented with a low level of coordination and coogieraamong 13 cantons. Fur-
thermore, functions are overlapping and the divisibresponsibilities is unclear.
There is a high percentage (around 40%) of populatith a low level of education
attainment and the absence of life-long learninkici@s. Persons with primary or
less than primary school level of education aretregposed to long-term unem-
ployment and poverty, and the danger to transker timfavourable situation and
life conditions to their children. The Reform ofrgeal education in Bosnia and
Herzegovina needs to 1) contribute to the stremipigeof a democratic society, 2)
support economic and social development, and 8jtake country’s reintegration
in the international community. The purpose of ib@rm effort is to enhance the
guality and ensure the efficient delivery of ediaratis well as to sustain education
financing and management. In particular, the refehould focus on institutional
development and policy advice aimed at strengtlgemanagement, financial plan-
ning, and the capacity of institutions within thedueation system to effectuate re-
forms; and modernization and quality improvemergrirhary and general second-
ary education, aimed at supporting ministries afoadion in the development of
modern core curriculum and improving the qualityesicher training at all levels
of primary and general secondary education. Tltisides emphasis on the relevant
knowledge and implementation of countrywide schamielopment projects.

3.3. BULGARIA

The country joined the European Union in 2007. Hesvethe country still has to
overcome many obstacles, including a harsh soitigdt®n, a low technological
level of the economy, a significant productivitypgand low labour remuneration
in comparison with the rest of the EU. Paradoxjcath many cases Bulgaria in
spite of (or because of) its socialist past, had fmav-skilled labour as much as
high-skilled labour or even higher. The low teclugital level of the national
economy for a long time has created more jobs éopfe with lower educational
and qualification attainments. Thus, highly edudaaed/or people with specific
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knowledge and skills happened to be less in demartde Bulgarian labour mar-
ket, and in many cases they accepted job positienieh did not match their high
professional status. Thus, educational policy seetoebe controversial and the
results demanded happen not to influence sociat@mment and labour market
opportunities, which an individual could have. Aatiag to the European Com-
mission (2015) Bulgaria has recently improved gsf@rmance as regards basic
skills and tertiary education attainment. Neverks] it still needs to improve the
overall quality and efficiency of its school eduoatsystem and the capacity of
education to respond to labour market needs. Owottier side, Bulgaria has still
not adopted its school education act, which witvyide a framework for imple-
menting the comprehensive reforms needed in thedddystem, including mod-
ernising curricula and improving teacher trainifige quality of vocational edu-
cation and training in Bulgaria is insufficient am&dequate, including in terms
of its integration in the general education systéhe rate of adult participation in
lifelong learning is among the lowest in the EU.

3.4. CROATIA

In Croatia education is the most important deteamirof employability- more
highly educated persons find jobs more easily astef- but it also doubtlessly
carries ancillary non-market effects (for examp#asier access to information,
greater care for personal health, more active gipatiion in social life which en-
courages responsible democratic civic behaviour rasdect of the rule of law).
Non-participation in education is especially daogerfor the children of poor citi-
zens because they are very likely to drop out efstthooling system early, and/or
differences in access to higher education are remy stark. The lack of access to
levels of education that are highly valued on tlaekmat tends to lower their employ-
ability and increase the danger of staying in pyv@ihese factors perpetuate exist-
ing inequalities in earning prospects between tier pnd non-poor and create the
potential for the intergenerational persistencpayerty. A considerable number of
youths in Croatia drop oaff secondary and higher educational institutiorss Ts,
among other reasons, caused by a serious lacknefveork of “second chance”
schools, aimed at young people who have either breluded from education or
are on the verge of exclusion. One of the greatedtenges Croatia was addressing
through EU accession programmes has been modésnisditcurriculum, particu-
larly VET, which are mostly outdated and don't adr labour market needs. As
this is a structural problem it is expected thastad the 4-year and higher education
graduates will continue coming out of the educatieystem without adequate mod-
ern skills and knowledge which, according to emptgyrepresentatives perspec-
tive, cannot be addressed through internship, agipeship or on-the-job-training.
Thus, there is an imperative for a different appho® education, curricula, as well
as qualifications standards based on learning mgsoEspecially so in vocational
education which should provide more hands-on egpee and strengthen entrepre-
neurial skills, by bringing vocational and careaidgnce and employers closer to
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schools. For this reason the activities on cumdoukeform began (www.kuriku-
lum.hr). In accordance with the guidelines defiimethe Strategy of Education, Sci-
ence and Technology accepted in 2014, to impleroemprehensive curriculum
reform the Expert Working Group was establishedda5. The task of this Group
was to define the Project management process dtirnfirst stage of the curricu-
lum reform, to determine the main directions ofimudar changes and to coordinate
the work of other sub- groups. Unfortunately, mamgid curriculum reform has been
halted without the possibility to its protractionthe nearly future.

3.5. KOSOVO

It is the newest state in South-Eastern Europefadmallest in terms of territory.
The access to primary and secondary educationitis sptisfactory, so almost 9 in
10 children of primary education age and about4 ¢hildren of secondary educa-
tion age are enrolled. Despite the high enrolmeete are obstacles that prevent
establishing a well-educated population. Firstrahare differences in terms of en-
rolment between the poorest and richest and betwdsm and rural families. Sec-
ond, girls’ enrolment in secondary education carégsito be at least 20% lower than
boys’. And the third reason is that the qualitysofiooling is generally poor, which
is why the drop-out rates are high. Educatiomikdd to one’s employment oppor-
tunity and the employment of less well educatedpfes very unlikely. Around
two thirds of less qualified people will most ligglemain unemployed. Besides the
lack of university qualifications, most unemployedpecially among the youth, lack
special training or job experience. The demandhfgher skills is increasing and
many firms often find it difficult to find people ith appropriate skills. There is
a general assumption among employers that gradwatients lack professional
training, since the education system has beenthegretical. In general, reforms
are necessary in teaching methods at all levetsio€ation. The education sector
faced massive financial and human support frontnatgonal donors and while aid
was not always well located in the beginning, thtalelishment of responsible insti-
tutions and agencies improved the coordinatiomitiitives. With the downsizing
of existing donors’ programmes, the continuatiorexpansion of qualitative pro-
grams on youth participation and gender issuefnhgparticular at risk as they are
often easily earmarked as 'non-essential' (Wendard Moo Sang, 2004).

3.6. MACEDONIA

The country lags behind other transition countimestudent educational perfor-
mance. In response to such educational challem@sedonia is working to es-
tablish, re-evaluate and improve the quality ofditeerse primary and secondary
educational systems. While primary education issilely provided by the state,
secondary education is provided by both state aivéitely owned schools. For
the state schools, the state provides targetedrfgrfdr books and transport, as
well as funds for other administrative costs inestsecondary education, so that
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all students can complete this educational deggeect. Higher education is also
offered by both public and private universitieseTecent few years show a rise
in the numbers of high-school graduates that ophigher education as well as
in the number of higher education institutionshie tountry. Besides the expan-
sion of private investment in the education seaoqgther reason is the govern-
ment’s focus on extending the public universitig® ia dispersed system of stud-
ying in multiple cities in the country, trying tmprove equal opportunities for all
and making higher education closer to the citizénstead of a more profound
improvement of the quality of education vis-a-\ig requirements of the labour
market, the policy framework is mainly dealing witiaking extensive and re-
dundant investments in persons with unwanted s#illd capacities. Judging by
the current feedback from the labour market, &riguable that there is a need for
undertaking more seriously planned reforms in etioogpolicy, starting with
vocational secondary and higher education. Macedoas received support from
various agencies and Non-Governmental Organizatiorisiprove educational
outcomes, including material inputs and assistavitie curriculum and teacher
professional development. Education is a high fisidor the Republic of Mace-
donian government since educational performanaxtftoth economic growth
and Macedonia’s possibilities for EU membershiplfidoeve-Resendez, 2014).

3.7. MOLDOVA

Over the past fifteen years, the educational systemoldova has undergone
a number of reforms intended to modernize and destiae education, as well as
to establish appropriate conditions for making fude of each child’s potential,
regardless of its family’s material standing, pladeesidence, ethnicity, spoken
language, or religious beliefs. The major interi@nareas of the reform were the
changes in the educational system structure andrimculum, the evaluation con-
cepts and methods, and the management and finaoicgdycation. The idea is to
ensure the right of every child to a quality edigratvhat implies a appropriate and
truthful evaluation of education from the perspeetof requirements set out for
child-friendly schools. Access to quality educatiarthe existing conditions de-
pends in most cases upon the number of childréreifamily, where people living

in large households have highest poverty rate anddt possibility to attain regular
education. Significant problem is imperfect meckars for the remuneration of
the teaching staff, based mainly on the seniorftgtaff and not on performance,
leading to the exodus of young teaching staff ftbeneducational system. There-
fore, the educational financing system needs tlubdamentally streamlined, es-
pecially in primary and secondary education. Thiglirectly related to the effi-

ciency/equity dilemma. The new financing mecharisust be based on indicators
related to pupils, in accordance with the princighe money follows the child'.
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3.8. MONTENEGRO

Montenegro started its education reform in 2001hgyadoption of the main prin-
ciples: decentralization of the education systemuak education rights for all, re-
gardless of gender, socio-cultural origins, ethyior physical characteristics and
choice in accordance with abilities. Montenegraba®l system shows evidence
of inefficiency, which is expected in a system tpabduces poor learning out-
comes, confirmed in PISA tests for reading, math@®and science. The major
change introduced by the education reform is theld@ment of primary education
from eight to nine years, which is expected todiffae overall education system.
No matter the legislation some population groujge fifficulties in enrolling into
the educational system. Among those groups are Rmpalation, people with
disabilities, children from poor families, the lotegym unemployed etc. For exam-
ple, only 7% of the Roma school age population theen enrolled in the school
system. Furthermore, regarding the equity of eneoltnrand completion of educa-
tional programme there are serious problems whhietAlbanian minority. They
are often educated in separate classes not sdimxasise the Constitution of Mon-
tenegro provides the right of all citizens to beaated in their mother tongue. The
curricula and materials in Albanian schools areragal to be of lower quality than
Montenegrin schools, with obsolete textbooks, potrdnslated texts and a history
curriculum that does not adequately representeafiectives on the country’s past
(UNICEF, 2012). Thus, there is a need to improwemgolment, attendance rates
and quality of education for all children espegidthr the excluded: Roma, chil-
dren, with disability, poor, and children in ingtibns. It is also important to in-
crease the quality of and access to pre-primargdcko insure inclusive, quality
education at all levels and to help improve leagrontcomes. Finally, crucial is to
develop a national education monitoring and evanatystem.

3.9. ROMANIA

In Romania, education has been a field for uncotagl®éut permanent reforms,
each government having many good intentions but kad results. Different as-
sessments concerning the Romanian education systeerally failed in providing
a clear picture because of missing the larger petse. Different assessments
concerning the Romanian education system actuaillydf in providing a clear pic-
ture because of missing the larger perspectiverelisea permanent lack of trust in
the education system; there is no believe thatathrccan ensure personal pro-
gress; a large majority of students in universiiests to leave the country imme-
diately after graduation; managers do not wish rganize workplace lifelong
learning programmes and qualification courses tmxafter acquiring the needed
skills, many workers look for a job abroad and #we country. Higher expendi-
ture for education and improvement in their efiitiasage would have prevented
the human resource drain; for many, a good educétiotheir children provision
constituted the decisive reason for leaving thentgu A particular problem is ac-
cess and equity to the higher education institgtiso Curagt all (2015) state that
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the number of students accessing higher educasisisteadily decreased what has
being coupled with a decreasing number of studbatspassed the baccalaureate.
The National Pact for Education set ambitious dbjes to be reached by 2013
such as curricular reform, enhancements in the gemant of higher education
institutions, achieving full university autonomylassification of universities by
their mission statements and achievements andnguakistudy programmes (con-
nected with the financing system), developmentiatrdduction of student charter,
improving equity in higher education and lifelomgining programmes, as a basis
for increasing participation rates in higher edisratSuch policy documents were
considered as offering the grounds for adoptingga raw in education and re-
search, in order to prepare the necessary legakfserk that would facilitate new
developments and corresponding competitive outcameigher education. How-
ever, many of the nicely stated ideas have not beglised or their realisation is
seriously prolonged. Due to the uniformity of unisiges, public funding was also
highly uniform with little incentive for improvinguality and equity of education
and/or research outcomes (mainly due to the funidingula).

3.10. SERBIA

The education system has also suffered from ineff@es and inequities. Primary
and secondary education suffers from having tooyneachers because the school
age generational cohorts are smaller and smaltéle whe number of teachers has
increased. The reason for the overcrowding of tiegcim education is largely po-
litical: the government behaved economically ioatilly because this was one of
the ways to create a segment of the electorateighddpendant of government-
controlled wages. Tertiary (higher) education ssffieom the opposite trend: Ser-
bian universities have too few teachers, and tile ieaching space. This creates
inefficiencies such as waste and overcrowding.Heumore, the average number
of years of study is very long (7.6 years), wheré@% of the enrolled students
never finish. Such a long period of studying hisdeachers from dedicating more
time to each student. The overcrowding effect $icgnitly reduces the quality of
teaching at universities and adversely affects tipedduction”: less and less qual-
ity students complete their studies as a conseguainavercrowding. The network
of institutions of education and training for adudind young people who are out-
side the regular educational system (both, basicattbn and vocational training)
is very underdeveloped and presents a seriouebéorequity of the access to ed-
ucation. There is an urgent need for the countrgeeelop this subsystem, and
ensure that it is enough diversified and flexifilbere is also a need to build this
educational sub-system, the formal and non-formatation in collaboration with
companies that offer training for their workers. the overall economic situation
in the country is unfavourable, the decision makenge trouble supporting finan-
cial decentralization because it is difficult toplement it without the efficient eq-
uity mechanisms. Without these mechanisms, theakservices in the numerous
poor regions and municipalities in Serbia would Im@t&able to function.
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4. CONCLUSIONS

A considerable number of youths in observed coesdtiop outof secondary and
higher educational institutions. This is, amongeotreasons, caused by a serious
lack of a network of “second chance” schools, airaegtoung people who have
either been excluded from education or are on #rgesof exclusion. High drop-
out rates drive up the costs per graduate. Sysiepravention of youth exclusion
from education could be realized by optirfiekibility and thepassabilityof the
education system at all leveHexibility implies sensitivity of the educationsys-
tem to changes in the needs of the environmenttandeeds of pupils and adult
learners.Passability impliesavoiding “dead ends”, those educational streams
(types of programmes) which do not allow for thensfer to a higher degree of
education or to a different programme of the sadhecational level. Dead ends
decrease the availability (democracy) of educatind utilization of human re-
sources.

Significant problem is also underdeveloped lifeldagrning and adult educa-
tion. For the long-term unemployed population ofithe biggest barriers is the lack
of education and training necessary to competa@fabour market. In the observed
countries only small numbers of the long-term unieyga (less than 10%) are at-
tending some training. Others are not motivatedoonot have the money to invest
in the improvement of their education. Thus, altffosignificant efforts have been
made to increase access to education, it is evitlahthe system is still inefficient,
as the learning outcomes are very low and laboukehaeeds are not fulfilled.

If the ultimate aim of education and training isnb@aximise the development
potential of citizens for their own benefit andttbftheir society, much remains to be
done to achieve this. Unfortunately, in many caaateducation rather attenuates than
lowers inequalities at birth. For a long-run anstaunable economic and social devel-
opment, the situation should be drastically changedhe acquisition of human ca-
pacities should not be driven by circumstancesasgns’ birth, although it can and
should reflect people’s preferences, tastes, dedtsa lt is necessary to expand peo-
ple’s capacities to lead fuller lives through inireg in their education, health, em-
ployment and professional advance. Predetermimednastances should not con-
strain anyone’s innovation or professional develepnopportunities. This implies
that a good institutional environment will not Btcentry into new business activities
and the political system will provide access toljpudervices and goods for all.

According to the various sources, primarily OEQDtHe observed SEE coun-
tries the considerable problems faced by the ethmadtsystem are: the lack of
emphasis on developing analytical and problem-gglebilities, very weak links
between education and the professional world, hagartial development of life-
long learning, mostly oriented to vocational ediaraiand vocational skills (ne-
glected are non-formal education and key competsihcLacking skills prevents
the unemployed from reintegration in the labour keiand hampers labour mo-
bility. Skills matter even more during the cristus, there is a need to continue
with education and curriculum reforms to raise labproductivity.
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In SEE countries there are insufficient links amamg education arena, the
economy and labour market and not enough attergigiven to the estimation of
the future trends and needs of the labour forcésiwtauses problems in providing
education and skills programmes compatible withsttibs and occupations sought
on the labour market. The high proportion of woskeiith fixed term contracts
limits the incentives for both firms and employ@esdevelop skills. Insufficient
opportunities for education are not the princiggdson why many adults do not
engage in learning: Evidence on barriers to paditodbn suggests that under-invest-
ment in adult learning is due more to the demadd #han to lack of supply of
learning opportunities. Many adults are simply int¢rested. This can be because
they are not aware of the need for training or beeaf lack of information, lack
of incentives, or a perceived lack of returns. $BHntries should develop flexible
and clear pathways through adult education anbbtifglearning to increase em-
ployability and assure easy entry (or return) ®ldbour market.

The aggregate effect of any reform, including etiocal policy reforms on
efficiency and equity are not always clear. Whetfigerse impacts translate into
inequalities in opportunities depends on how netivities open up and are ac-
cepted by the wider community, but certainly theiébe winners and losers. Out-
comes depend on the ability and willingness of gowent to mitigate losses to
particularly hard-hit social groups, possible bglis&ibuting some of the gains ac-
cruing from winners. To prosper, a society musatgencentives for the vast ma-
jority of the population to invest and innovate.eThest specific policy mix is
a function of country context. Each society mustidie the relative weight it as-
cribes to each of the principles of equity andchm efficient expansion of total pro-
duction and socio-economic development. Acknowleddpistory as well as social
and political institutions is crucial to avoid pofimistakes.
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Abstract:

The aim of this paper is to identify tax changesrduthe recent financial crisis across EU-13
member states. The recent financial and fiscatstimve changed taxation trends in a large number
of EU member states. The member states have bedifféiently by the crisis depending mostly
on the different degree of macroeconomic imbalaicéise economy. Therefore policy responses
varied among them and were strongly connected wéitraeconomic and fiscal conditions. The tax
systems in the EU-13 are transparent, neutralsaagyhtforward, though not necessarily efficient.
In terms of the tax structure, most EU-15 membegiestraise roughly equal shares of tax revenues
from direct taxes, indirect taxes, and social dbations, while the EU-13 member states often dis-
play a substantially lower share of direct taxe®talttax revenues. The paper includes theoretical
background, comparison of present differences arttengaxation systems of the EU-13 member
states, and advantages and disadvantages of diffgpes of taxes.
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1. INTRODUCTION

In this paper we discuss and analyse the tax clsaofghe EU-13 member states
during the recent financial crisis.

Among the EU states there are numerous differerglased to tax struc-
ture and tax burden per capita resulting with défa roles of tax policies in
fiscal systems of EU states. Those differencegartcularly evident between
“old” (EU-15) and “new” (EU-13) member states. Taxstems of the EU-15
member states are older, more inert, stabile, blatively complex and com-
prehensive. On the contrary, the tax systems offtlel3 member states are
younger and generally much simpler, but not neadgsmore efficient. In
terms of the tax structure, most EU-15 member stetise roughly equal shares
of tax revenues from direct taxes, indirect taveag] social contributions, while
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the EU-13 member states often display a substéntialver share of direct
taxes in total tax revenues.

Different characteristics of the tax systems resuivith different tax policy
responses and reform measures taken in order igateitthe effects of the reces-
sion on government budgets. This chapter providéa depth comparative analy-
sis of tax policy measures taken in the perioceoéssion.

In order to precisely define those differences viletake into consideration
reforms taken in three major tax forms (persona esrporate income tax) and
value added tax as well as other relevant measeli@sd to tax policy.

The remainder of the chapter is organized as fald®ection 2 summarizes
the extant literature on the determinants of tdicpan the EU; Section 3 presents
comparative evidence on taxation trends in the BUvlember states. Section
4 gives some concluding recommendations.

2. THEORETICAL BASICS

The recent financial crisis has put once agaimptdicy in the limelight. So the role of
the fiscal policy has been rethinking by many argh&eldstein (2009) argues that
good tax policy can contribute to ending the rdoesand Auerbach (2012) presents
arguments which confiritinat fiscal policy may be especially effectivee@cession.

According to the dominant view higher taxes onpepsonal incomes, corpo-
rate income and wealth are detrimental to growith employment. But the issue
of tax cuts or tax increases is very politicalhagied, and connected with the role
of government and different views about inequalllye new financial crisis made
these inequalities worse in innumerable ways, beybr higher unemployment,
lost homes, stagnating wages (Stiglitz, 2012: 3).

We can expected that tax changes aimed to progestssiation of tax payers
with bigger ability to pay will led to more equignd tax justice, although such
measures can also easily led to another unwantedme; tax avoidance and tax
evasion. Because the top income earners are usilhappy with such tax justice
and will use all available mechanisms of pressutkaities to lower their tax bur-
den. Alvaredo et al. (2013) consider in their witré growing bargaining power of
top income earners. Piketty et al. (2011) develapodel, in order to compute the
optimal marginal tax rate, which integrates a sygidle effects (real behavioral
adjustments), a tax avoidance effect and a compiendaargaining effect.

Empirical studies about effects of tax or fiscdigoon growth and economic
recovery are few. Kneller et al. (1999) suggest tha mix between income taxes
and consumption taxes can affect long-run growttdrt theory from Arnold et
al. (2011) demonstrates that economic growth caimdreased if the tax base is
gradually moved towards consumption and immovatbegrty. It must be noted
that they also conclude that growth can be enhaifitbd design of income taxes
is improved. Gemmel et al. (2011) examine fiscdiggoimpacts on growth in

1 By immovable property is especially meant resigdeproperty.
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OECD countries and suggest that positive growtbot$f associated with produc-
tive public expenditure changes have often beeroappately counteracted by tax
changes with negative effects.

Also it must be mentioned the standard argumerihagtne progressive in-
come taxation which is if taxpayer knows that meoeking hours and more effort
results with bigger taxis he will substitute workiwleisure. However some authors
have some doubts and remarks about their implerti@mia real life such as Cor-
neo (2005: 17). He argues that substitution effeonly relevant as long as a per-
son’s working potential is not exhausted.

Studies which examine the determinants and econom@omes of large fis-
cal adjustments are many, e.g. Alesina and P€i®85), Giavazzi, Jappelli, and
Pagano (2000), Mountford and Uhlig (2008), Romet Romer (2010), Alesina
and Ardagna (2013). We use Romer and Romer (2@9rpon the impact of tax
changes on economic activity as a starting poimusfinvestigation because they
manage to measure effects of tax changes, whiektismely complicated. Tax
changes can occur for many reasons and some of atetegislativé and some
occurring automaticalfy It is also very difficult to isolate factors thgitve rise to
tax changes from other developments in economy.

3. ANALYSIS OF TAX CHANGES IN THE EU-13 MEMBER STAT ES
DURING THE CRISIS

Having in sight the fact that the financial cribes influenced tax systems of the EU-
13 member states with the differing intensity, Bt¢-13 member states have applied
varying tax reform measures to cope with the camseces of the crises. Although
the measures used in certain states were quitestxteand encroached all possible
spheres of tax systems, we are dealing with thasducted in the system of personal
income tax (PIT), corporate income tax (CIT) antligaadded tax (VAT).

Policymakers were primarily concerned with the effeof tax changes on
revenues in the observed period (2008-2012). Ofssomost tax changes are in-
duced to promote growth and as response to redsctiospending. Romer and
Romer (2010) suggest that tax changes have vagg Effects on output.

Within three major tax forms both tax increases txdcuts have been intro-
duced over the observed period, and in some chatbdppened even in the same
tax form. Furthermore, base-narrowing measures haga most common for PIT
and CIT, because the member states are not linmt#ubse tax forms as for in-
stance in partly harmonized EU taxes such as VAdxorse duties.

Some EU-13 economies have adopted a flat tax yatera and collect less
revenue from direct taxes, because of lower disectates’. While the overall tax

2 Some legislated tax changes are passed for irstameduce an inherited budget deficit or bectus@conomy
is weak, or because of the war or some naturasisgovernment spending is rising.

3 They can occur because the tax base varies vétbwverall level of income, or because of inflateto.

41n 2011 the lowest shares of direct taxes (Eutp@il3) were in Lithuania (only 17% of the totalarkedly
down from 31% in 2008), Bulgaria (18.9% of the tptBlungary (18.7%) and Slovakia (19.1%).
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levels are lower in the EU-13 member states, ttag not apply to labor taxation,

since in Hungary and the Czech Republic impliciti@es are well above the EU
average. Croatia, which gained accession to thedean Union in 2013, shares
some above mentioned characteristics of other Elth 3ystems, but has some
idiosyncrasies. One of them is the large shareonfemption taxes in total taxes
and tax treatment of capital income which is ineggaha little more favorable than

in other transition countries. In addition, tax teyss in the EU-13 are relatively
unstable as these economies made very frequeatathainges (Table 1).

Table 1.CIT tax changes in the period of recession
CORPORATE INCOME TAX

|. Statutory rate
2008 - 2009| 2009 - 2010 2010-2011 2011 -2p12
Increase Lithuania Hungary
Decrease Czech Slovenia, Latvia
Republic Czech
Republic
Il. Base or special regimes
2008 - 2009| 2009 - 2010  2010-2011 2011 -20p12
Base Estonia Hungary
Exemptions and tax abolishments Czech Cyprus,
Republic Hungary

Source: authors according to the Eurostat data.

As for the personal income tax, one of the mostroomtypes of measure
was the direct support of household purchasing pdwyereductions in the PIT.
This was mostly achieved through increases in alwes rather than cuts in rates
because this measure has larger impact on low-iad¢wuseholds. In few countries
PIT rates were increased but only for the categarfehigh incomes (Table 2).

Table 2.PIT tax changes in the period of recession

PERSONAL INCOME TAX

|. Statutory rate

2008 - 2009 2009 - 2010 2010 - 2011 2011 - 2012
Increase Cyprus, Latvia

. . Lithuania, Hungary, Hungary,
Decrease Lithuania Poland, Latvia | Croatia Latvia
Il. Base or special regimes

2008 - 2009 2009 - 2010 2010 - 2011 2011 - 2012

Czech Bulgaria,

Base Republic Malta Croatia Hungary
Exemptions and tax Estonia,
abolishments, (E:ypru's, Bulgaria, Lithuania

stonia .
personal allowance Croatia

Source: authors according to the Eurostat data.
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In the case of VAT in most countries standard tdgs were increased but in
some countries base narrowing measures were ireodumplications of the
measures that increased standard VAT rates hayer lpositive impact on revenue
collection than base narrowing measures (TablB3.to a crisis several govern-
ments introduced measures with an explicit end, daterder to encourage spend-
ing by consumers and businesses in the short term.

Table 3. VAT tax changes in the period of recession
VALUE ADDED TAX
|. Statutory rate

2008 - 2009

2009 - 2010

2010 - 2011

2011 - 201

Lithuania,

Czech Republic

Poland,

Increase Estonia, . Croatia Slovakia, Latvia
Hungary, Latvia
Decrease
1. Base or special regimes
2008 - 2009 2009 - 2010 2010 - 2011 2011 - 2012

Exemptions and

tax Lithuania

abolishments
Poland,

Reduced rate Hungary Estonia, Latvia L/Ijrl]tgéryCyprus, gl?) T:l?iz’ Latvia,
Bulgaria

Source: authors according to the Eurostat data.

In Lithuania in 2007 proportional PIT rate was 27%, while ir0&0t de-
creased to 24%. In 2009 PIT rate was further deexkto 15%, except the dividend
income which was taxable at the rate of 20%. In12€dpital gains accomplished
from the real estate sales bought after 1 Januiry and kept for at least five years
before the sale, were exempted from the taxatiorthErmore, since the beginning
of 2012 individuals pay 1% tax on the immovablepamy whose value is greater
than 1 million Euro. In 2008, CIT rate was 15% am@009 it increased to 20%.
In 2008 VAT rate was 18% with two reduced rates, &4d 5%. More serious
changes occurred in 2009 when VAT rate increasd®¥% and the reduced rates
were abolished. Since September 2009 VAT rate96.21

In Malta PIT rates differ for: (1) married couples who optd for joint as-
sessment; (2) singles or married couples who optidar separate computation. In
2008 PIT rates for the first group varied from 08636%; 0% for the income of
11.400 Euro; 15% for the income between 11.40124n800 Euro; 25% for the
income between 20.501 and 28.000 Euro; and 35%h&oincome over 28.000
Euro. For the other group rates also varied fromt0%85%, but with different
income classification; 0% on income between 8.11xd B4.000; 15% on income
between 14.001 and 40.000; 25% on income betwe®d#and 19.000; and 35%
on income over 19.000 Euro. In 2009 the incomeselashanged. For the first

5 Base narrowing was in some countries also condeitd reduction of tax burden on staples.
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group classes changed to 0% from 0-11.900 Euro; fté6f% 11.901-21.200; 25%
from 21.201-28.700 and 35% over 28.701. For theraginoup classes were deter-
mined as follows; 0% from 0-8.500, 15% from 8.5GUEDO0; 25% from 14.501-
19.500 and 35% over 19.501 Euro. In 2012 Maltathiced special income class
for the parents with underage children. CIT rat®aita is 35% and did not change
during the observed period. Standard VAT rate intdlis 18% and they also use
reduced rate of 5% and 0%. In 2010 they introdwareather reduced rate of 7%
which applies for hotel and apartment accommodation

In 2008 PIT rate ifPoland varied from 19-40%, depending on the level of in-
come. Since the beginning of 2009 PIT rates chatw&8% and 32%. The CIT rate
in 2008 was 19% and remained the same during theredd period. Standard VAT
rate in 2008 was 22%. They also used two reduded;ra% and 3%. In 2011 stand-
ard VAT rate increased to 23%, while the reducéekrancreased to 8% and 5%.

0 - T T T T T T T T T T )
LT PL EE HR BG SK CY LV MT RO

-4 -

Figure 1.Changes in adjusted top statutory tax rate on catpmcome from 2008 to 2012 in %
Source: authors according to the Eurostat data.

In 2008 PIT and CIT rates iRomania were 16%. In 2012 Romania intro-
duced some changes in the taxation system butlthaml CIT rates remained
the same. Standard VAT rate was 19% and they aed veduced rate of 9%.
However, in 2012 standard VAT rate increased to 249 in addition to the
reduced rate of 9%, they introduced reduced ra&af

Slovakiaintroduced a flat tax rate of 19% on personal@amporate income
in 2004. PIT and CIT rates in Slovakia did not aipeah in the observed period.
In 2011 Slovakia increased VAT rate from 19% to 2884 measure of reducing
public debt. They also introduced a reduced rate08b. In 2012 there were no
significant changes in their taxation system.

In 2008 Sloveniawas using progressive PIT rate with rates varyiogn
16%-41%. In the same year, CIT rate was 22% andl ith@009 it decreased to
20%. In 2012 CIT rate decreased to 18%. Standard k&e in 2008 was equal
to 20% and they were also using a reduced rate586 8
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In Cyprus in 2008 income below 19.500 Euro was exemptedI®f PIT
rates were varying from 20-25%; 20% from 19.5010P8. Euro; 25% from
28.001- 36.300 Euro. In 2010 Cyprus introduced lamoPIT tax rate of 30%
which was used on incomes over 36.301 Euro. Furtber, in 2008 CIT rate was
10% for the corporations and 25% for the semi-goremt organizations. In
2010 the CIT for the semi-government organizatiwas abolished. The standard
VAT rate in 2008 was 15% with reduced rates of 58d 8%. In 2010 Cyprus
introduced another reduced rate of 8% which is (sedaxation of provision
services, taxi transport and touristic and rura transport. In 2012 the standard
VAT rate increased to 17% while the reduced ragesained the same.

Until 2007, theCzech Republicapplied progressive personal income taxation
with four brackets, where the top rate was 32%aftéx rate of 15% was introduced
in 2008. A joint tax return of married couple ist possible in the Czech Republic
since then. The CIT rate was gradually reduced f2df& in 2007 to 20% in 2009.
The rate for all withholding taxes is 15 %, and teduced rate is 5%. In 2010 the
CIT rate further decreased to 19%. In 2008 standar@ rate was 19% and the re-
duced rate was 9%. In 2010 VAT rates increasedsttredard rate increased to 20%
and the reduced rate to 14% and they remainedathe s the following period.

10
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Figure 2. Changes in top personal income tax rates in EU-dra 2008-2012 in %
Source: authors according to the Eurostat data.

Estoniais one of the member states applying a flat raséesy to the PIT. The
single tax rate, 22% in 2007 and 21% in 2008, fdiag on all labor and personal
capital income (dividends, interests, capital gaiogalties etc.). Only income ex-
ceeding a given threshold is taxed. The amounhefbiasic allowance has been
increased yearly from 767 Euro in 2003 to 1.535HEnr2006 and 1.726 Euro for
2008-2010. From 2008 onwards an additional allowai@ame amount as basic
allowance) is given to one resident parent for edthl of up to 17 years of age,
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starting with the first child. In 2010 Estonia cahled the additional basic allow-

ance for the first child. The personal income fate remains at 21%, and the in-
crease of the basic allowance is suspended. Thead@¢Tis the same rate as the
personal income rate, i.e. at 21% in 2008 and sifibe standard VAT rate has

been stable since 1992 at 18% and the 5% redutedlr2009 when the reduced

VAT rate increased from 5% to 9%, narrowing of taege of goods to which the

reduced rate is applicable and the standard VA iretreased to 20 %.

As from 2007 inHungary income up to 6.800 Euro is taxed at 18 % rate,
whereas above that threshold the rate is 36%.higiwest rate decreased 2 percent-
age points in 2006 from the previous 38%. Howevemf2007 onwards private
persons with a combined annual income of more #8000 Euro must pay soli-
darity tax. The tax base is the portion of the inemver 28.000 Euro, the tax rate
is 4%. There is no basic allowance. In 2010 Plésatecreased to 17% and 32%.
On 1 January 2011 the progressive PIT system waaced by a 16% flat rate
system which applied not only to salaries but &dsall categories of income subject
to PIT such as sale of real estate, dividends matedests, and has been used since.
Hungary has an established position as a low-taxtcy, given that it introduced
a corporate tax rate of 18% already in 1995, furtbduced to 16 % as of 2004.
Under certain conditions the tax payer may useaate of 10 % for the tax base
of 200.000 Euro. In 2010 CIT rate increased froot6 19%. The 4% solidarity
tax for corporations and private persons with higilbme was abolished. In 2011
a tax rate of 10 % is still applicable to incomdolea certain threshold but as of
1 July 2010 this threshold was increased from X&DEuro to 0.9 million Euro for
the second half of 2010, and to 1.8 million Eur@B8011. In 2008 standard VAT
rate was 20% and the reduced 5%. As of 1 July 20@9standard VAT rate was
increased from 20% to 25%. In addition a reducel VAT rate was introduced
for dairy and bakery products. The reduced VAT ddt&8% is applicable for pub-
lic accommodation services (as of 9 July 2009)fandistrict heating (as of 1 Au-
gust 2009). As of 15 January 2010, the reduced Ya& of 5% is applicable for
district heating. In 2012 VAT rate increased furtifeom 25% to 27%, therefore
Hungary became a country with highest VAT rate th E

Latvia has applied a flat rate of 25% since 1995. The tamable minimum
of the personal income tax and the children allasearhave been corrected up-
wards. In 2009 PIT rate decreased from 25% to 2B8&6the basic tax allowance
for dependent persons and the disability allowanuasased. In 2010 the PIT rate
increased from 23% to 26%. The tax rate on indizisllbusiness income increased
from 15% to 26%. The benefit gained from the pevase of a company car is
included into the PIT and SSC tax base and a 1%%otaapital gains and a 10%
tax to dividends and income from interests wasoahiced. Furthermore, Latvia
introduced taxation of gifts exceeding LVL 1 000Q pear, if received from persons
not related to the recipient by marriage of fromspas other than relatives up to
the third degree and changed to the tax incentoresavings (with private pension
funds, insurance companies and investment fundsin A January 2011 the PIT
tax rate has been reduced from 26% to 25%. Theataxon individuals' business
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income was reduced accordingly to 25%. A 15% t&xisapplying to capital gains
and the 10% tax rate - to other income from cagéal. dividends, interest pay-
ments and income from pension and life insuranndg$and income from disposal
of growing wood or timber). Latvia has reducedcibsporate income tax rate from
25% in 2001 to 22% in 2002, 19% in 2003 and 15%esk004. The standard VAT
rate has been 18% since 1995. In 2009 the stadisiFdate increased from 18 %
to 21%. Also, there was an increase in the redw€d rate from 5 % to 10 %.
Various types of goods have been made ineligibi¢hi® reduced rate. In 2011 the
standard VAT rate increased to 22%, and the redic&8%. In 2012 the standard
VAT rate was once again changed to 21%.

Since 2008ulgaria applies 10% flat rate for personal income. In 2016y
introduced mortgage interest deduction for dwe8ing young families. Further-
more, a reporting obligation is put on individuasleclare received/extended loans
(above certain amount), which are not paid backthedurrent exemption for pro-
ducers of unprocessed agricultural products istduted by a tax base reduction
of 60%. Also, the taxable income of seamen is deme by 90%. In the course of
the last decade, CIT in Bulgaria has become ingrghgsfavorable to business.
Starting from the 40% rate in 1995 for large eniegs, the rate was lowered al-
most every year to reach the 10% rate applicabfeoas1 January 2007. In 2010
there was an increase of the tax rate on the grosgeds from gambling from 10%
to 15%. The lump-sum taxes on some gambling mashieee also increased. The
VAT system has been in place in Bulgaria since l#88tthas been amended a num-
ber of times. The standard rate is 20% and the @tyced rate is 9%. The latter
applies to hotel accommodation and was increased 7% in April 2011.
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Figure 3. Changes in standard VAT rates in EU-13 from 200302 in %
Source: authors according to the Eurostat data.

PIT rate inCroatia, as well as other conditions, was changed mangstirim
the period 2008-2010 there were four income clagsghat time, personal allow-
ance was 1.800 HRK. The PIT rate varied from 15%5%b, depending on the
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Table 4.PIT, CIT and VAT tax rate changes in the

periodeafession

2008-2009  2009-2010 2010-2011 2011-2012
PIT 10%
Bulgaria CIT 10% 15%
VAT 20%
reduced VAT rates 9%
PIT 15%-45% 12%-40%
Croatia CIT 20%
VAT 22% 23%
reduced VAT rates| 10% and 0%
PIT 20%-25% 20%-30%
Cyprus CIT 10% and 25% 10%
VAT 15%

reduced VAT rates

5% and 0%

8%, 5% and 0%

PIT

15%

. CIT 24% 20% 19%
Czech Republic VAT 19% 50%
reduced VAT rates 9% 14%
PIT 21% 21%
Estoni CIT
stonia VAT 18% 20%
reduced VAT rates 5% 9%
PIT 17% and 32% | 16% and 32%
Hungary CIT 19%
VAT 20% 25%
reduced VAT rates 5%
PIT 25% 23% 26%
Latvia CIT 26% 25%
VAT 18% 21% 22%
reduced VAT rates 10% 12%
PIT 24% 15%
Lithuania I 15% 20%
VAT 18% 19% 21%
reduced VAT rates| 9% and 5%
PIT 0%-35%
CIT 35%
Malta VAT 18%
reduced VAT rates| 5% and 0% 7%, 5% and 0%
PIT 19%-40% 18%-32%
Poland CIT 19%
VAT 22% 23%
reduced VAT rates| 7% and 3% 8% and 5%
PIT 16%
Romania CIT 16%
VAT 19%
reduced VAT rates 9%
PIT 19%
. CIT 19%
Slovakia VAT 50%
reduced VAT rates 10%
PIT 16%-41%
Slovenia CIT 22% 20%
VAT 20%
reduced VAT rates 8,50%

Source: authors according to the Eurostat data.
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level of monthly income; 15% on income between @8.HRK; 25% on income
between 3.600-9.000 HRK; 35% on income between0928200 HRK and 45%
over 25.200 HRK. Since 2010 till 2012 PIT rate gdrfrom 12-40%; 12% on in-
come between 0-3.600 HRK; 25% on income betweddD31®.800 HRK and 40%
on income over 10.800 HRK. In 2012 basic allowancesased to 2.200 HRK and
the classes organization changed as follows: 12%amme between 0-2.200; 25%
on income between 2.201-8.800 HRK and 40% on incowvee 8.800 HRK. Croa-
tia has applied CIT rate of 20% since 2000. In 28@®&dard VAT rate was 22%,
and the reduced rates were 10% and 0%. Enteringlhelue to the tax harmoni-
zation, Croatia replaced the 0% rate with a 5% ceduate. Croatia increased the
VAT rate twice; in 2010 from 22% to 23%, and in 20tom 23% at 25%. Since
2012 standard VAT rate is 25%, and the reduced &t 10% and 5%.

4. CONCLUSIONS

The aim of this paper was to identify tax changasngd) the recent financial crisis
across EU-13 member states. The first step inntalysis was to identify legislated
tax changes in the period 2008-2012. To do thissimply look for tax changes in
three major tax forms personal income tax, corgoiratome tax and value added
tax. We limit ourselves to actions taken in thasees because they generate the
highest share of tax revenue in all observed casand should provide a satis-
factory insight into the importance of certain meiomeasures.

The recent financial and fiscal crises have changeation trends in a large
number of EU member states. It should be notednilahber states have been hit
differently by the crisis depending mostly on tliffedent degree of macroeconomic
imbalances ascendant in the economy. Thereforeypatisponses varied among
them and were strongly connected with macroeconamicfiscal conditions.

Most EU-13 member states have been trying to catael public finance and
improve their tax systems in more growth-friendlsiywAn interesting phenome-
non is that increase in indirect taxes does nanseebe accompanied by corre-
sponding cuts in labor taxation which would leadgduction of labor costs.

The reforms related to CIT are primarily focusednanrowing the tax base in
response to the prolonged impact of the crisisrivae sector investment. Regarding
to the VAT reforms we can see the increase of atatdx rates rather than a broaden-
ing of the tax base, because this measures ha@es [aositive impact on revenue col-
lection than base narrowing measures. We can amthat one of the effects crisis
have on tax systems is reinforcement of the trewatds higher consumption taxes.
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Abstract:

The main objective of the paper is to analyze the positioelefant countries of the footwear
sector at a world and European level in terms of the differanables and evaluate the strategic
positioning of the different sector players. The paper oietemprehensive picture of the foot-
wear industry worldwide, focusing on the main trends at internati@te, consumption and pro-
duction. Also, the paper examines the position of the Republcaztia and the Visegrad group
countires in the context of international trade, consumption astuption of the footwear. The
paper is essentially data-driven, and includes a synthet@igion and analyse of the structure
of the sector and of the different competitive factors &ffgathe sector’s evolution.
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1. INTRODUCTION

The footwear industry covers a wide variety of miate (textile, plastics, rubber,
and leather) and products from different typesawitivear products. It is a small
manufacturing sector that belongs to the coregbttlindustry (An¢, Rajh, 2008:
223). According to Gottfridsson and Zhang (201%)bglization of the shoe indus-
try has resulted in a supply chain in which proesssight be spread all over the
world. With the widespread adoption of informatemd communication technolo-
gies, computers and process automation, footwestugtion modernized, partic-
ularly in terms of quality of the manufactured puots, flexibility of production,
level of control on the various processes, comsigteind constancy of the quality
of the delivered products (Boer and Dulio, 2007:THe global footwear industry
has been experiencing rapid expansion over thévasyear period, primarily due
to rapid demand for new and innovative footweadprts worldwide. The critical
driving factor that may dominate the footwear basiis an increasing competitive
pressure from low labor cost producers, especfatign China and the Far East
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(Wang and Tseng, 2013: 625), which resulted in &etgush toward further di-
versification and demands for higher-quality pradu@ccording to Kieserling
(2013: 665) it was easy shifting production sieplkaces of the cheapest labor,
since basic skills are relatively easy to train.

The main objective of the paper is to analyze th&tjpn of relevant countries
of the footwear sector at a world and Europeanl ieverms of the different vari-
ables (production, exports, imports and consumpton evaluate the strategic po-
sitioning of the different sector players. Alsoe thaper examines the position of
the Republic of Croatia and the Visegrad Group toemin the context of interna-
tional trade, consumption and production of footwea

The paper is organised in three sections. At flesiding global footwear
producers and consumers are examined. This p#regqfaper analyzes the struc-
ture and distribution of the global footwear protioic and consumption. Second
part of the paper examined the European Union featywroduction, imports and
exports. This chapter regroups the latest datarithésg the main market indica-
tors of the sector. Finally, market indicatorslod footwear industry in Visegrad
Group countries and Republic of Croatia are anayzghin the third part of the
paper. This chapter provides an updated analysibeofootwear sector among
listed countries, taking into consideration the trr@devant indicators showing
the market dynamics in terms of footwear producaod consumption, divided
in seven sub chapters. The paper is essentialp+dtaten, and includes a syn-
thetic description and analyse of the structur¢hefsector and of the different
competitive factors affecting the sector’s evolatio

2. LEADING GLOBAL FOOTWEAR PRODUCERS AND CONSUMERS

Leading global footwear manufacturers are locatetthé Far East where the devel-
opment of the footwear industry was primarily basad cheap labor. In the 1960s,
Japan was the world's main low-cost footwear sepplihe success of Japan allowed
the market positioning of the leading footwear nfaoturers form the Asian conti-
nent over time. Some of the Asian countries wekagpon and losing the role of the
world's leading footwear manufacturer, such as IS8area and Taiwan. The key
reason for losing the market position of those twantries was a disruption in the
supply chain that occurred in the late 1990's (Idjeval., 2015). The consequences
of the disorder were inability to supply the UStfgear market at the agreed time
and the agreed price, which resulted in the fatlansumer loyalty and losing posi-
tions in the global footwear market. At the sameeti by the liberalization of eco-
nomic policies China became the world's first foegwmanufacturer and exporter.
Footwear manufacture is one of the most globalinddstries (Markkanen,
2009: 6). Geographically highly concentrated wdolotwear production reached 23
billion pairs in 2015. This can be supported byftw that 86.8% of the total world
footwear production in 2015 was produced in Asianndries, mainly in China and
India. But, it is important to emphasize that trerket share of China fell to a record
low 59.1% of the world production in 2015 (APICCARS16: 3). Most of these
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shoes are synthetic (over 60%) and of low quality price (Global Footwear Anal-
ysis and Jordan, 2012: 1). Table 1 contains inftoman the leading footwear man-
ufacturers and their shares in the world footweadgpction in 2015.

Table 1.Leading 10 global footwear producers in 2015
Share in the production

Country Million pairs produced -
Leading 10 World

1. China 13,581 66,84 59,04
2. India 2,200 10,82 9,56
3. Vietnam 1,140 5,61 4,95
4. Indonesia 1,000 4,92 4,34
5. Brazil 877 4,31 3,81
6. Pakistan 366 1,80 1,59
7. Bangladesh 353 1,73 1,53
8. Turkey 350 1,72 1,52
9. Mexico 251 1,23 1,09
10. Thailand 200 0,98 0,86
Leading 10 20,318 100,00 88,33
World 23,000

Source: own work on the basis of the: https://www.statistastatigtics/227256/leading-10-global-
footwear-producers-by-country/ (accessed 23. September 2016).

It is evident from the Table 1 that India, Vietnamd Indonesia reinforced
their positions. There is now no European countrihe table of the top 10 world
footwear producers because Thailand replacedatalye bottom of this table. The
growth in the import of shoes in the European coesis a reason for concern. For
example, in traditional shoe making nations lildiand Spain, shoe imports grew
at between 8% and 10%, with the result that inéngaamounts of Asian shoes
were consumed every year in countries with a l@adition in shoe making and
a still-active footwear industry. In Italy, for exple, for the first time in 2004 the
amount of the shoes imported exceeded those exipevtéch created a negative
trade balance, which occurred as a consequenbe progressive repositioning of
Italian shoe production towards the upper segnudrtee market (Boer and Dulio,
2007: 14). Except Brazil and Mexico (with 6% shiarthe top ten world producers)
all other are Asian countries. The majority of tharld footwear production is lo-
cated in Asia, with high 94.42% in top ten worlagucers. The strengthening of
world footwear production is confirmed by the 84f6rease in ten year period,
from 12.5 billion pairs in 2002 to 23 billion paipsoduced in 2015.

The concept of “big three” in global footwear inttygefers to countries such
as China, India and Indonesia. The data contaimd@ble 1 shows that Vietham
took the third position by produced pairs of footwvén 2015 ahead of Brazil and
Indonesia. Indonesia is the fourth country in the“four”. These concepts are
related to the value of exported footwear produneshch of these countries. The
share of “big three” represented just over 2/3otéltworld production in 2015.
China achieves a continuous increase in the vdlteotwear exports and its share
in the “big four” was 75.8% and 59% in the worlafeear production.
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When talking about the category of footwear constiomp the world's
largest consumer of footwear is China. China app@aml double role: (1) as
the world's largest footwear producer and (2) asworld's largest footwear
consumer. With the share of 15.9% in 2011 and 17i8%012 China occupied
the first position in the global footwear consuropti Table 3 shows the foot-
wear consumption in the top ten countries in 2015.

Table 2.Leading 10 global footwear consumers in 2015

- . Share in the consumption
Rank Countr Million pairs consumed .
- (leading 10)

1. China 3,800 30,33
2. us 2,442 19,49
3. India 2,196 17,53
4. Indonesia 826 6,59
5. Brazil 786 6,27
6. Japan 660 5,26
7. UK 560 4,47
8. Germany 445 3,52
9. France 422 3,36
10. Russian Federation 390 3,11
Leading 10 12,527 100,00

Source: https://www.statista.com/statistics/227287/shareesletiding-10-global-footwear-con-
sumers-by-country/ (accessed 23. September 2016).

Among the top ten global footwear consumers in 20a%r countries were
from the Asian continent with 7.4 billion pairs stfioes (almost 60% of footwear
consumption among top ten global consumers): Chinba, Japan and Indonesia.
According to the World Bank (2015), those counthiad 3.066 billion inhabitants
in 2015. The largest single footwear consumer wais&with 3.8 billion pairs of
shoes followed by the USA with 2,442 billion pa#sd India with 2,196 billion
pairs. Also, three European countries were amoaddp ten world's leading foot-
wear consumers: Germany, France and the Unitedd€img Their share in a top
ten global footwear consumption was 11,35% or 1liRi6n pairs of shoes.

The level of concentration of the top ten footweansumers is significantly
lower than the achieved level of concentration agrthe top ten footwear producers
in total world footwear production. Four of the teading lootwear consumers are
also on the list of top ten footwear producershsas China, India, Brazil and Indo-
nesia. For instance, India produces around 2,20mpairs of different categories
of footwear and exports around 115 million paitsud, nearly 95% of its production
goes to meet its own domestic demand (Vanimireday,,£2014: 9825).

Table 3 shows the distribution of the world's foeaw consumption by conti-
nent from 2010 to 2015. There is significant gepgraconcentration in the global
footwear consumption. As the most populous contindsia covered 49% of the
total world footwear consumption in 2010, or 53%2014. In 2010 Europe occu-
pied the second place with a 20% share in globaswmption, while the second
position in 2014 shared Europe and North Amerida Ww6% share in global foot-
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wear consumption. North American countries partitap in global footwear con-
sumption with a 17% share, South American and Africountries with 7% and
Oceania with a 1% share in global footwear consionpt

Table 3. Share of the world's footwear consumption from@®@i12014 by continent

Continent 2010 2011 2012 2013 2014
Asia 49% A47% 50% 51% 53%
Europe 20% 21% 17% 17% 16%
North America 17% 17% 15% 15% 16%

South America

8%

8%

8%

7%

7%

Africa

5%

6%

9%

9%

7%

Oceania

1%

1%

1%

1%

1%

Source: https://www.statista.com/statistics/227281/shareeefvtirlds-footwear-consumption-by-
continent/ (accessed 23. September 2016).

It can be noted that footwear production signifibaexceeds footwear con-
sumption only for the Asian market (87% share irfld/@roduction compared to
53% share of world footwear consumption). All otbhentinents have significantly
higher footwear consumption in relation to its protibn.

The share of the European market in the world featmconsumption was
16% in 2014. Europe had 7 times higher share inmbid footwear consump-
tion than in footwear production. The share of Kokimerica in the world foot-
wear consumption (16%) was 8 times higher thashtge in the world footwear
production. South America and Africa participatedtie world footwear con-
sumption with a 7% share or twice as much as imtbied footwear production.
Therefore, it can be concluded that there are Bggmit differences in the spatial
distribution of the world's population and its sphtoncentration, which ulti-
mately affects the footwear consumption. Table @énshthe footwear consump-
tion in the top ten countries at the continentakleand their index deviations
from the average of the top ten global consumers.

Table 4. The footwear consumption of the top 10 global comsrs grouped at the conti-
nental level in 2015

Number of citizens in| Number of pairs con- [ Number of pairs con-

Countries

millions sumed in millions sumed per capita

Asia (China, India, Ja-

pan, Indonesia) 3066 7 482 2,44
North America (USA) 321 2442 7,60
Europe (German

France, UK) 213 1427 6,69
South America (Brazil) 207 786 3,79

Source: own study.

It is understandable that the world's footwear comstion measured in
available pairs per capita predominantly affecesghrchasing power of the pop-
ulation. Table 4 shows that the United States daiwsith with an average of 7,60
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pairs per capita, followed by the three EU membates (Germany, France, UK)
with 6,69 pairs of shoes per capita. As the larfmstivear consumer market, Asia
had only 2,44 pairs of shoes per capita. Therefbrean be concluded that the
majority of footwear production is located in theid and the bulk of consump-
tion is located in Europe and the North Americaardaes.

On the list of the top 15 footwear exporters (T&)I€hina was in the first place
according to the number of exported footwear (9)8ilon pairs) and its share in the
total value of the world footwear exports (40,4%ine countries on the list are the
European countries (ltaly, Belgium, Germany, Nd#imets, Spain, France, Portugal,
UK, and Romania). They patrticipated in the worldtéeear exports with 27.2% in
2013. But, significantly smaller proportion in {hieysical export in relation to the share
in the value of exports is the result of higherrage unit price of exported shoes of
European producers in relation to China as the wmbiexporting country.

Table 5. Market share of the world's leading 15 footwegraters (2013-2015)

Country Million pairs exported in Share in the world export
2015 value (%) in 2013
1. China 9,878 40,4
2. Italy 207 9,0
3. Vietnam 1,041 8,4
4. Hong Kong 208 4,1
5. Belgium 239 3,9
6. Germany 238 3,7
7. Indonesia 192 3,2
8. Netherlands - 2,7
9. Spain - 2,6
10. France - 2,3
11. Portugal - 19
12. India 206 1,9
13. UK 194 1,6
14. Romania - 1,1
15. us - 1
Turkey 180 R

Source: https://www.statista.com/statistics/227359/markeesbfavorldwide-leading-footwear-
exporters/ (accessed 26. September 2016).

3. THE EUROPEAN UNION FOOTWEAR PRODUCTION,
IMPORTS AND EXPORTS

The European Union production of footwear showsaastrend of decline in recent
years. Main reason is the strong Asian competitih China being currently the
world number one footwear producer (Scheer, 20R908 the other side, Europe
represents the world's leading import market fotviear and related products. The
share of European exports of footwear and relatedugts in total imports was
66.8% for the five-year period, from 2009 to 201Be attitude of European exports
and imports ranged from the lowest 1:1,96 EUR ib2® the highest 1:2,81 EUR
in 2010. In the observed period Europe continuobaly a negative balance of ex-
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ports in relation to the imports. Table 6 showstthads in EU-27 (2011.-2012.) and
EU-28 (2013.-2015.) footwear imports and expoxsf2011 to 2015.

Table 6.Imports and exports of footwear, gaiters and itke (in thousands of €)

Imports Exports Balance
(in thousands of €) (in thousands of €) (in thousands of €)
2011 15,012,421 6,217,195 -8,795,226
2012 15,667,22( 7,451,235 -8,215,985
2013 15,665,807 8,067,898 -7,597,905
2014 17,373,284 8,302,922 -9,070,363
2015 12,321,984 5,533,897 -6,788,091

Source: adapted from European Commission - Enterprise Diregtdrate report comparision per
year (yearly totals).

The growth of European imports in relation to thievgth in footwear ex-
ports was significantly slower, especially in 20d8en imports increased by
9.1% and exports increased by 52.6% in comparie@009. A consequence of
slower growth of imports compared to exports istoarous reduction of the neg-
ative balance of footwear exports over imports. $Stoevdown in footwear im-
ports is partly a consequence of the recessiondrEuropean market. The nega-
tive balance in 2013 decreased by 17.2% compar#égetobserved base year and
increased by 19.3% in 2014 compared to previous y@aally, the negative bal-
ance decreased by 10.6% in 2015 compared to 2014.

Table 7.Imports and exports of footwear, gaiters and itke(in trousands of kg)

Imports Exports Balance
(in thousands of kg) (in thousands of kg) (in thousands of kg)
2011 1,531,211 179,367 -1,351,844
2012 1,356,951 224,781 -1,132,170
2013 1,679,275 237,410 -1,441,865
2014 1,539,805 233,792 -1,306,013
2015 921,059 145,239 -775,820

Source: adapted from European Commission-Enterprise Dirextdnatde report comparision per
year (yearly totals).

Export and import markets are more or less rembierefore, transporters
must take into account the weight of shoes that treiransported. In the observed
period from 2011 to 2015 Europe has continuoushiea®d negative balance of
exports over imports according to the weight of amed and exported footwear.
The negative balance amounted 1,441 million toneatiwvear in 2013. The data
in Table 7 shows that the weight of the exportestiear from EU-27 (2011.-
2012.) and EU-28 (2013.-2015.) grew faster thanuéight of imported footwear.

Among the top five most important EU import footweaarkets are the “big
four” Asian countries: China, Vietnam, India andidmesia. The EU footwear de-
mand is covered with over 62% of the footwear pobidun in the EU member
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states. Table 8 shows detailed information ondpditve footwear purchasing mar-
kets for the EU-27 (2011.-2012.) and EU-28 (201BL2) countries.

Table 8.Imports from 5 main suppliers (in thousands of €)

Nikola Knego, Mia Deli¢

EU 19,897,620| 20,722,437| 22,189,231| 25,084,716| 17,346,607
China 7,523,031| 7,864,089 7,729,873| 8,263,356| 5,684,597
Vietham 1,824,784| 2,113,581 2,189,699 2,777,814 2,163,869
Indonesia 1,026,472 1,237,838 1,212,672 1,256,286 988,739
India 1,236,901| 1,110,485 1,176,759| 1,349,252 884,086
Total first 5 suppliers 31,508,808| 33,048,430| 34,498,234| 38,731,424 27,067,898

Source: adapted from European Commission-Enterprise Directdratks report comparision per

year (yearly totals).

Suppliers

Table 9.Imports from 5 main suppliers (in thousands of kg)

Year

2011 2012 2013 2014 2015
EU 927,342 969,890 1,136,460, 1,215,609 762,637
China 1,050,184 909,216| 1,224,620, 1,011,268 576,068
Vietnam 138,982 133,347 137,051 166,877 113,116
Indonesia 69,603 75,574 75,665 78,305 59,177
India 75,676 63,645 67,726 78,554 46,516
Total first 5 suppliers 2,261,787 2,151,672| 2,641,521 2,550,613| 1,557,514

Source: adapted from European Commission-Enterprise Dirextdnatde report comparision per
year (yearly totals).

Table 9 provides information on the top five fooavsuppliers for the EU-27
(2011.-2012.) and EU-28 (2013.-2015.) market adngrtb the weight of imported
footwear. With the exception in 2012, China wasaaling supplier for EU footwear
market according to weight of imported footwearhwsd6-46% share among the top
five suppliers. 85-89% of the total weight of shee&l on the EU market between
2011 and 2015 originated from Europe and Chinaof@an Union market is the main
market for footwear and similar products produce8W Member States. There is a
high level of concentration of footwear producedhia European Union on the EU
market, with 41-48% share among the top five sepplietween 2011 and 2015.

With the exception of 2013, the US market wasseeond place for footwear
produced in EU, with approximately 4% of total \alof footwear exported to top
five markets. The exception was 2013, the yearhitlvRussian market achieved
a 4,8% share in sales value of the top five mari@t$ootwear produced in the
EU-27 (2011.-2012.) and EU-28 (2013.-2015.) coest(irable 10).

It can be seen from the Table 10 that the actled sé footwear produced in the
EU Member States in the first five sales marketgicaoously increased from 2011 to
2014, while 2015 showed significant drop of aln&@% compared to 2014.

The realized value of footwear sales is an indicatdhe significance of indi-
vidual sales markets. Furthermore, the significaridadividual sales market can be
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measured according to weight of footwear distridtteindividual sales markets. The
majority of footwear produced in the EU Member &as sold on the same market,
with the share of 91-93% in the observed periothf2®11 to 2015. Table 11 shows
the distribution of footwear produced in the EU¢{2011.-2012.) and EU-28 (2013.-
2015.) countires among five leading retail markethe observed period.

Table 10.Main 5 markets for footwear produced in EU (inubands of €)

Year
\EGES

2011 2012 2013 2014 2015
EU 22,871,308 | 23,096,350| 24,936,841 | 27,866,887| 19,045,896
USA 1,069,117 1,193,246 | 1,274,827 1,445,013 | 1,255,480
Switzerland 920,461 1,063,362 | 1,118,457 1,192,730 | 1,195,473
Russia 913,067 1,128,466 | 1,290,914 | 1,051,390 | 565,770
Hong Kong 329,340 399,262 434,066 514,314 388,881
Total first 5 markets 26,103,293 | 26,880,686| 29,055,105 | 32,070,334| 22,451,500

Source: adapted from European Commission-Enterprise Dirextdnatde report comparision per

year (yearly totals).

Table 11.Main 5 markets for footwear produced in EU (inukands of kg)

Year
WEGS

2011 2012 2013 2014 2015
EU 993,941 890,603 988,563 1,104,786 | 680,462
Switzerland 20,793 21,012 21,785 21,766 19,262
USA 19,340 20,138 20,494 23,459 18,496
Russia 19,786 24,917 30,325 25,248 13,892
Turkey 10,972 11,647 15,521 15,411 13,207
Total first 5 markets 1,064,832 | 968,317 1,076,688 1,190,670 | 745,319

Source: adapted from European Commission-Enterprise Dirextdnatde report comparision per
year (yearly totals).

4. MARKET INDICATORS OF THE FOOTWEAR INDUSTRY
IN VISEGRAD GROUP COUNTRIES AND REPUBLIC OF CROATIA

Footwear export — import ratio in the analyzed cavies

The information contained in Table 12 shows thatfthe countries analyzed can
be divided into two groups according to the expoitmport ratio. Hungary and
Slovakia are in the first group that had more faswexport than import. Slovakia
is at the forefront with the value of footwear eR85.8% higher than the recorded
value of imports in 2011. The second group of coestcontains two member
states of the Visegrad Group (the Czech RepublicRoland) and Croatia. The
lowest coverage of imports by exports was in Polduatl had 49.3% lower export
than import i.e. realized coefficient of import-expcoverage was 50.7%. These
results confirmed Cieslik et al. (2016, pp.21) restions that the probability of
exporting in Poland depends on the sector of ecanantivity, where the largest
probability of exporting exists in technology sestsuch as electrical equipment,
motor vehicles or transport equipment.
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Visegrad countries had a total import-export cogeraatio at the level of
94.8%, which is significantly better than the Craatratio (84.7%) in 2011. Po-
land and the Czech Republic achieved higher expiofvotwear in 2015 com-
pared to 2011. Their growth in exports of footweas higher than their growth
in import. Both countries have increased the coyeraf imports by exports in
2015 compared to 2011. Hungary and Slovakia redtivedalue of exports in
2015 compared to 2011 and increased the value pdrits of footwear. Hungar-
ian export of footwear decreased by 12.5% and itspacreased by 30.4%, re-
ducing the export-import ratio from 128.8% in 2ab186.4% in 2015. Slovakia
has reduced the value of exports of footwear by \hile the value of imports
in the same period increased by 27%. This is tHg member of the Visegrad
Group whose imports of footwear were covered byoetep The coverage of im-
ports by exports decreased from 185.8% in 201 B3th7P6 in 2015.

Table 12.Some indicators of footwear industry in the comastof the Visegrad Group and
the Republic of Croatia in 2011 and 2015

Exports Imports Imports covered
Country (million USD) (million USD) by exports, %
Hungary 385 337 299 39D 128,8 86,4
Czech Republic 57( 78p 790 816 72,2 96,2
Poland 543 955 1070 1475 50,7 64,7
Slovakia 1122 1037 604 766 1858 134,7
Total: V4 2620 3109 2763 3447 94,8 90,2
Croatia 160 187 189 24p 84{7 71,3

Source: adapted from APICCAPS: World Footwear 20é@@rbook data up to 2011 (pp. 34, 35, 47, 68
and 75) and APICCAPS: World Footwear 2016 Yearkdaik up to 2015 (pp. 52, 54, 69, 93 and 101).

The coverage of imports by exports decreased f@Misegrad countries
from 94.8% to 90.2%. In the period from 2011 to 2@ke Republic of Croatia
reduced the coverage of imports by exports froni@&ito 77.3%. One can con-
clude that in the period 2011-2015 significant deshave occurred regarding
actual exports and imports of the analyzed coustffier details see Table 12).
There are great expectations of the footwear inglinstthe Croatian economy,
since Croatian industrial strategy states thatGhmatian footwear exports will
amount to 60% of the total industrial activity b§2D, followed by exports of
other leather products (Renko et al., 2015: 187).

The consumption of footwear in the analyzed couesi

Data on consumption of footwear in the V4 countaesl the Republic of
Croatia in 2011 are contained in Table 13. The emmion of footwear is meas-
ured by footwear per capita. Average consumptiofoofwear in V4 countries in
2011 was 4.7 pairs of shoes per capita. There gignificant deviations from the
average consumption of footwear in the V4 countries
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Czech Republic has the highest consumption of featwvith 12.8 pairs of
shoes per capita, and Hungary with 2.4 pairs itherbottom of the V4 countries.
The ratio of consumption of footwear in the CzecepBblic and Hungary is
5.33:1.00. With 5.8 pairs of shoes per capita Gaoatcupied second place. The
consumption of footwear in Croatia was 23.4% highan the average consump-
tion of footwear in the V4 countries.

Table 13. The consumption of footwear in the countries & Yfisegrad Group and the
Republic of Croatia in 2011 and 2015

Pairs of shoes Deviation from
Popula- the average

Country tion in per capita V4 = 100 %
millions

Million pairs

Hungary 24 24 10 , 6 71
Czech Republic 141 44 n 12|8 4,0 272|134 142,86
Poland 108 99 34 2,8 26 59,%7 96,86
Slovakia 26 11 5 5,7 2,8 110,64 82,14
Total: V4 299 178 64 4.7 2,9 100,00 100,00
Croatia 23 18 4 5,4 4.5 123,40 160,71

Source: created by authors on the same source as in Table 13.

The Czech Republic had the highest GDP per capi#®dil, 20,444 USD,
followed by Slovakia with 17,644 USD, Croatia will4,457, Hungary with
14,050 and Poland with 13,540 USD. The amount gpasable income affects
consumption. Czech Republic with the highest GDPgagita had the highest
consumption of footwear per capita.

There have been significant changes in the condgampf footwear in 2015
compared to 2011 in all of the analysed countrieept for Hungary. Hungary
retained consumption of footwear at the same lev2015 as in 2011. In all other
countries, the consumption of footwear decreasguifstantly which resulted in
the reduction of the average consumption of footvpea capita. Thus, the aver-
age consumption of the Visegrad countries decrefisat4.7 pairs of shoes per
capita in 2011 to 2.8 pairs in 2015. In Croatiastonption of footwear decreased
from 5.8 pairs in 2011 to 4.5 pairs per capita @12 (for details see the infor-
mation contained in Table 13). The recession afférént spending priorities
could be the causes of the above mentioned movement

The relation between production and consumptionfobtwear in the countries
of the Visegrad Group and the Republic of Croatia

All of the V4 countries and the Republic of Croatia both producers and consumers
of footwear. Data on production and consumptidioatfivear and the coverage of con-
sumption by production are presented in Table hé. doverage of consumption of
footwear by the production in V4 countries was 24..There are significant deviations
from this average by individual countries. The letxaverage of consumption by own
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production of footwear had the Czech Republic wiily 2.8% in 2011. Hungary had
the highest coverage rate with 95.8% followed oy &kia with 84.6%.

Table 14.Relation between production and consumption offear in million of pairs in
2011 and 2015

Production Consumption Consumption covered

Country (millions of pairs) (millions of pairs) by production, %
Hungary 23 11 24 24 95,8 458
Czech Republic 4 4 141 44 2,8 9,1
Poland 32 35 10§ 99 29,6 35,4
Slovakia 22 9 26 1] 84,6 81,8
Total: V4 81 59 299 178 27,1 33,1
Croatia 10 4 23 19 43,56 22)2

Source: the same as for the previous table.

Croatia had significantly higher coverage of congtiom by own production
compared to the average of V4 countries (43.5%6006% more (index = 160.5).
It is evident that important changes occurred énabtual production and consump-
tion of footwear in the analyzed four years periaim 2011 to 2015. With the
exception of Poland that increased production offear and the Czech Republic
which remained on the same production, all othatyaed countries reduced their
production. Visegrad countries have reduced tred pybduction of footwear from
81 million pairs in 2011 to 59 million pairs in 2Blor by 27.2%. Croatia reduced
the production of footwear by 60% in the same krio

Only Hungary retained the consumption of footwaaR015 at the same
level as in 2001. All other countries had a deaaasconsumption of footwear.
The consumption of footwear at the level of theédisad Group decreased by
40.5% in 2015 compared to 2011. The decline in comdion of footwear was
significantly faster than the decline of the protilue in the countries of the Vis-
egrad Group. Consequently, the coverage of consampf footwear by own
production increased from 27.1% in 2011 to 33.1%0a5.

The decrease in production of footwear in the Répwih Croatia of 60% and
the decrease in consumption of 21.7% resultedsigraficant reduction in the cov-
erage of consumption by realized production. Tiniidator decreased from 43.5%
in 2011 to 22.2% in 2015. For details, see therm&dion contained in Table 14.

The ratio of export and import prices of footwear

Data on exports and imports of footwear in milli@i&)S dollars as well as import-
export coverage are contained in Table 15. The odtexport and import prices of
footwear may lead to some observations. All V4 mendiates achieved higher
average export price per pair of footwear compéoetie average import price. It
can be stated that the footwear industry in thesmiries focuses on producing
quality footwear. The biggest difference betwees dlverage export and import
prices per pair of shoes in 2011 was in the CzegpuBlic. The average export



Footwear market in the Visegrad Group countriestaerdRepublic of Croatia 165

price of a pair of footwear was 168.3% higher tti@maverage import price. Slo-
vakia followed with 95.3% higher price and Hungags the last with 30% higher
export than import prices. In 2011, the RepublicCobatia had the largest differ-
ence of footwear export prices compared to impdoeg. The value of the index
was 338.1%. The average export price of a paioatifear was for 238.1% higher
than the average import price. For details, sedeTHh.

Table 15.Relation between import and export prices in fasnindustry in 2011 and 2015

Export prices per Import pricesper The ratio of export and

Country pairs (USD) pairs (USD) import prices
2015 2011 2015

Hungary 13,55 18,86 10,42 12,80 1,300 1,473
gjslf: Re 11,27 10,31 4,20 10,14 2,683 1,004
Poland 14,05 13,66 9,30 11,03 1,511 1,238
Slovakia 12,17 15,99 6,23 11,57 1,953 1,382
Croatia 35,64 26,23 10,54 11,75 3,381 2,233

Source: adapted from APICCAPS: World Footwear 20d2rbook data up to 2011 (pp. 34, 35, 47, 68
and 75) and APICCAPS: World Footwear 2016 Yearkdatk up to 2015 (pp. 52, 54, 69, 93 and 101).

All countries achieved higher export than impoites per pair of footwear
in the two observed years. Czech Republic, Pol&malvakia and Croatia had
a reduction in the difference between the expod iamport prices of footwear.
The exception was Hungary with the achieved in@dmstween export and im-
port price per pair of footwear. This could be tethto the imports of more
expensive and higher quality footwear, increasedpmtition and offered simi-
lar but cheaper footwear made in the Far Eastviddal relation of export and
import prices of footwear is shown in Table 15.

The main export market for footwear produced in \éhd the Republic of Croatia

Visegrad countries exported a total of USD 2,620iani worth of footwear in
2011. Footwear exports grew by 18.7% in 2015 cosgpan 2011. In countries
exports of footwear decreased (Hungary and Sloyalkid in two countries it in-
creased (Czech Republic and Poland). Key markethiéoexport of footwear pro-
duced in the countries of the Visegrad Group avergin Table 16.

The most important export market is Germany. In123#,3% of total exports
of footwear of the countries of the Visegrad Gravgs exported to this market.
This was the most important export market for tiree countries of the Visegrad
Group (Hungary, Czech Republic and Slovakia). Theeption was Poland where
the main export market for footwear was the Russiederation. Irthe Russian
Federation, Poland exported USD 2 million more\igetr than it exported to Ger-
many. In 2015, 33,7% of total exports of footwebthe countries of the Visegrad
Group was exported to the German market. Fifteahemost important markets
for the export of footwear of Visegrad Group coigdrealised 74.7% of total ex-
ports of footwear in 2011 and 70.4% in 2015.
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Table 16.The main export markets for footwear produced 4niv2011 and 2015
Country Exports in million USD

Export markets

Germany 15% 123 122| 184| 134| 321| 487| 420| 898|1048
Austria 85 73 87| 124 -| 118| 101| 290| 298
Italy 82| 40 - 89 - - 82| 129
Romania 17 26 - - - - 17| 26
USA 7 - - - - - 7 -
Slovakia 41 11 83 64 43 - 83| 118
United Kingdom 1 - 60 70 - - 60| 70
France 1 - 36 - - - 36 -
Hungary 1 - - -| 89] 61| 89| 61
Czech Republic - - -| 30| 65| 86| 65| 86| 130
Poland 1 - - - 60| 155/ 60| 155
Russian Federation - - -| 136| 110 136| 110
Ukraine - - -| 57 - 57 -
Netherlands F - - 25 25 -
Lithuania - - - - -| 44 - - -| 44
tTrioetg)' exports (15 couny 5461 573 388| 531| 382| 583| 840| 802|1956|2189
Total exports 385| 337 570| 785| 543| 955|1122|1032|2620|3109
Top 15 markets in total €x1 g9 o/ g1 o 68,1| 67,4 70,3| 61,0 74.9| 77,7 74.7| 70,4
ports of footware (%)

Source: adapted from APICCAPS: World Footwear 2012 Yearbook (pp. 3B 4rd 75) and APIC-
CAPS: World Footwear 2016 Yearbook data up to 2015 (pp. 54, 69, 93 and 101).

In comparison to 2011, Visegrad countries achiel®®% increase in the
value of export to the fifteen export markets id20isted in Table 17. The German
market has kept the first place and increased liheesof the value of exported
footwear by the countries of the Visegrad Groupnfreomewhat below 46% in
2011 to almost 48% in 2015. The significance of the five export markets
changed in 2015 in comparison to 2011. Germanyfaustria retained the first and
second position as markets for exports of footvpeaduced in the countries of the
Visegrad Group, followed by the Russian Federatitumgary and the Czech Re-
public in 2011, and Poland, Czech Republic ang i@2015. The importance of
the top 5 markets (in relation to the 15 marketvjmusly mentioned) increased
from 76.6% in 2011 to 80.4% in 2015. Concentratbthe importance of export
markets is visible with the focus on the growingportance of the German market.

Germany was the main export market for footweadpced in the Republic
of Croatia in 2011. Croatia realised USD 57 millinrexports of footwear to given
market, or 35% of the total value of exports oftfeear in 2011. In addition to the
German market, the important footwear export markat Croatia were: Austria,
Italy, Netherlands and France. In all these markbes share of exports in USD
exceeded the share of import. This was due toxpereof higher quality leather
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footwear. Germany remained the leading export mddtefootwear produced in
the Republic of Croatia also in 2015. It is theyoexport market, from five leading
ones, where export was higher than in 2011. Thetstre of exports of footwear
produced in the Republic of Croatia by major expaarkets is shown in Table 17.

Table 17.The structure of exports of footwear producedvaRepublic of Croatia by major
export markets in 2011 and 2015

Main exports markets

Germany 57 81 35,6 43,3
Austria 40 41 25,0 21,9
Italy 22 25 13,8 13,5
Netherlands 15 1( 9,8 5,3
France 14 10 8,8 5,3
Top 5 markets 148 16V 92)5 89,3
Total exports 160 187 100,0 100,0
Top 5 markets in total exports (%) 92,5 89,3 9p.5 89,3

Source: adapted from APICCAPS: World Footwear 2012 Yearbook (ppn84ARICCAPS: World
Footwear 2016 Yearbook data up to 2015 (pp. 52).

The main footwear import markets for the Visegraddbip countries
and the Republic of Croatia

The main footwear import market for the V4 courdrigas Germany in 2011,
with 38,05% of the total imports of footwear in 201t was the main import
market for three out of four Visegrad countries.

The exception was the Czech Republic where Chirma tva main export
market for footwear in 2011. Imports of footweanrfr China were 28.9% higher
than from Germany. In 2015 China and Vietnam ocediphe first two positions
of the import markets. Germany was third. The ViaegGroup countries and the
Republic of Croatia achieved 65.9% of the valuamgjorts of footwear from the
18 markets listed in Table 18. The significancesaie import markets for each
of the Visegrad Group countries and the RepubliCrafatia is shown in the same
table. Table 18 presents the main footwear impartkets for the Visegrad Group
countries and the Republic of Croatia in 2011 abt52

By analysing tables 5 and 7 it can be noted tleawth countries exported and
imported footwear in mutual trade. Figure 1 andiFégR2 show imports and exports
of footwear between the V4 countries in 2011 anthb20

The total value of imported and exported footwearMal countries was
USD 438 million in 2011 and USD 487 milion in 20IEhere was increase of
11.2% in the mutual exchangehe Croatian footwear industry did not buy nor
sell shoes on the V4 markets in 2011.
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Table 18.The main import markets for footwear producechim ¥4 member states and the
Republic of Croatia in USD million in 2011 and 2015

Total: V4
and Republic
of Croatia,
million USD
Export market

Germany

Slovakia 37 61 74 -| 55 - - - - -| 166 61
Bulgaria 35 - - - - - - - - - 35 -
Romania 20 - - - - -| 99| 56 - -| 128 56
Czech Republic 20 - - - - -| 53 - - - 73 -
China 1 -| 196 264 178 525 73| 253 82| 19 529 1061
France L 38 - - - - - - - 38
Italy - -| 93] 56 115 - - -| 25/ 38 233 94
Austria E -| 46 - - - - - - - 46 -
Belgium {1 32 - -l 49 - - - - - 49 32
Vietnam 1 - -l 97 -| 190 47| 133 19 - 66| 420
Indonesia Foo- - - - - - -l 11 - 11 -
Poland 35 49 - - - 84
Slovenia - - - - - - - 7| 46 7| 46
Hungary 33 - 33
India - - - - -l 7T 21 - 98
Denmark - - - -l 71 - - 71
Netherlands - - - - - - - - -| 30 30
Total imports (18 countries): | 170 217 561 565 781 997 512 496/ 144 159 21282434
Total imports 299 390 790 81610701479 604 766 189 242 29523693
Top 18 markets in total imports (%) 56,6 55,6 71,0 69,2 73,0 67,4 84,8 64,8 76,2 65,7 73,4 65,9

Source: adapted from APICCAPS: World Footwear 2012 Yearbook (pB534y7, 68 and 75) and
APICCAPS: World Footwear 2016 Yearbook data up to 2015 (pp. 52, 54, 69, 28Hnd

Imports in millions USD V4 countries Exports in mili®
Slovakia, Czech Republic Slovakia, Czech Republi¢
57 Hungary 0
Slovakia Slovakia
74 Czech Republic 83
Slovakia Czech Republic
55 Poland 30
Czech Republic CheRepublic
53 Slovakia 86
239 199

Figure 1.Imports and exports of footwear between the V4 t@min millions USD in 2011
Source: adapted from APICCAPS: World Footwear 2012 Yearbook, pp7388 and 75.
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Imports in millions USD V4 countries Exports in mil®
Slovakia,Poland Slovakia
96 Hungary 11
Poland Sléia
49 Czech Republic 64
Czech RepubBovakia
0 Poland 108
Hungary Czech Republic, Hungar
33 Slovakia 126
178 309

Figure 2.Imports and exports of footwear between the V4 t@min millions USD in 2015
Source: adapted from APICCAPS: World Footwear 2(d#&rbook data up to 2015, pp. 54, 69, 93 and 101.

By analysing tables 5 and 7 it can be noted tteav#h countries exported and
imported footwear in mutual trade. Figure 1 anduFé2 show imports and exports
of footwear between the V4 countries in 2011 antb20

The total value of imported and exported footwenrMa countries was
USD 438 million in 2011 and USD 487 milion in 20TEhere was increase of
11.2% in the mutual exchangehe Croatian footwear industry did not buy nor
sell shoes on the V4 markets in 2011.

The structure of types of exported and imported tfgear

The materials used for shoes changed in the 19B@s, the price of leather increased
- plastics and other synthetic material became lpopmong many fashion designers
(Au and Goonetilleke, 2013: 177). The footwear stdphas placed significant effort
in improving material efficiency during the prodiact phase, as well as eliminating
the use of hazardous materials in shoe produc8taikps and Rahimifard, 2007:
603). There are significant differences in the $ypeexported footwear among the
analyzed countries. Hungary and Czech Republi@atmegh proportion of waterproof
footwear in their exports. The Czech Republic tthuk first place with a share of
54% of waterproof footwear in its total export2@l1, followed by Hungary with
a share of 43%. Waterproof footwear was rankedrngkbrothe Hungarian export of
footwear, just behind the export of leather footi@ath the share of 46%).

Unlike the two mentioned countries, waterproof Yeear in footwear exports
in Polish, Slovakian and Croatian market had onigamshare. The share varied
from 1% (Slovakia and Croatia) to 3% (Poland). Qitative structure of exports
and imports according to the types of footweahisan in Table 19.

Croatia had the biggest share of exports of ledthmwear. Its share in total
exports was 83% in 2011. This is one of the kegwaa for the significantly more
favorable ratio between the realised exported amabited footwear prices in the
Republic of Croatia. Due to the material used,Heafootwear represents more
expensive footwear. The difference in terms of eékpad import prices of foot-
wear by the analyzed countries is evident fromThble 20. Hungary is in the
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second place regarding the share of leather foatimethe structure of footwear
exports with a share of 46%. With the share of Z2%and and Slovakia occupied
the third position while Czech Republic is in tleifth place with a share of 16%.
The Czech Republic is leading with 26% share ofilXootwear in footwear
export. Poland had a very high prevalence of ofbetwear in the structure of
exports, with a share of 37%. The other footweaegary includes: work foot-
wear, special footwear, orthopedic footwear andatier.

Table 19.Structure of exports and imports by the type ohbfieear in the V4 countries and
the Republic of Croatia in 2011 (quantity, %)
Hunga Czech Republi Poland Slovakia Croatia
Export | Import | Export |Import |Export | Import |Export | Import | Export |Import
2

Types of shoes

Waterproof 43 55 54 68 3 2 1 1 1

Rubber & Plastiq 1 2 1 1 24 46 57| 62 6 37
Leather 46 26 16 8 23 17 23 15 83 23
Textile 6 15 24 21 13 24 17 20| 7 22
Other 4 2 5 2 37 11 2 2 3 16
Total: 100 100 100 100 100 100 100 100 100 100

Source: adapted from APICCAPS: World Footwear 208arbook data up to 2011, pp. 34, 35, 47, 68 and 75

There are significant differences in the structued types of imported foot-
wear in the analyzed countries. The Czech Repwai leading in the imports of
waterproof footwear with 68% of the total importdaotwear in 2011. In the second
place was Hungary with a share of 55%. The otheethountries (Slovakia, Poland
and Croatia) had a share of waterproof footwe#wtal imports from 1% to 2%.

Regarding the import of rubber and plastic footw8knvakia took the first
place with 62% share in the total amount of impbfotwear. With 46% Poland
was in the second place while Croatia was thirdh\8if%. Share of rubber and
plastic footwear was minorly present in the totaports of footwear in the coun-
tries such as Hungary and the Czech Republic (fk#6rio 2%). The biggest share
in imports of leather shoes had Hungary with 26fosécond place was Croatia
with 23%. Poland was third with a share of 17% 8fal/akia fourth with a share
of 15%. The Czech Republic occupied fifth positwith a share of 8%.

The Czech Republic had a leading position regarttiieghare of textile footwear
in total footwear export. Those exports accounte@4% of its total footwear exports.
The export of textile footwear was second biggegbg in Czech footwear industry.
The smallest share of exports of textile footwestt Hungary (6%) followed by Croa-
tia (7%). In four out of five analysed countriesushof textile footwear in import was
significantly higher than its share in the struetof exports. Poland had the highest
share of textile footwear in the structure of impdR4%), followed by Croatia with
22%, Czech Republic with 21%, Slovakia with 20% Blushgary with 15%.

Other footwear category in four out of five couesrivas the least represented
in the structure of footwear exports. The sharthisf category of footwear in the
structure of exports amounted from 2% (Slovakiab¥ (Czech Republic). The
exception was Poland with 37% share of textilevi@atr in footwear exports. This
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was the most important segment of Polish exporfeativear. Exports of rubber
and plastic footwear in Polish exports of footweacupied the second position
with the share of 24%. In three out of five courdriimport of other footwear in
the structure of import was lower than its shardh@export structure. These coun-
tries are: Hungary (2%), Czech Republic (2%) ankafb(11%). In Slovakia the
share of other footwear in import was equal talitare in export (2%). Croatia was
an exception regarding the share of other footwemnports compared to its share
in exports. Other footwear category had 5,3 tinmighdr share in the structure of
import than the share in the export structure. Stiere of category other footwear
in Croatian import of footwear was 16% in 2011.

In four-year time period there have been significdranges in the structure of
exports and imports of footwear in the Visegraduproountries and the Republic of
Croatia. Hungary and the Czech Republic signifigaretduced the share of exported
and imported quantities of waterproof footwear @12 compared to 2011. At the
same time, they significantly increased the expod import of rubber and plastic
footwear. Focusing on quality and expensive shegdslted in increased exports and
imports of shoes made of leather and textiles.rfolacreased rubber & plastic and
shoes made of textile in the structure of expoitetivear and reduced the share of
other footwear. The biggest changes in imports Wwethe category of waterproof
footwear with halved quantities. In Slovakia, thare of leather footwear and foot-
wear made of textile in export increased whileghare of exported footwear made
of rubber and plastic decreased. At the same tintteei structure of imports (despite
to significant reduction in the share in 2015 coragddo 2011) the share of imported
footwear made of rubber and plastic dominated ¥A%6.

Table 1. Structure of exports and imports by type of foawim the V4 countries and the
Republic of Croatia in 2015 (quantity, %)

Waterproof 1 2 3 2 3 1 1 1 1 5
Rubber & Plasti¢ 25 39 23 46 36 45 38 44 14 36
Leather 53 28 24 19 23 20 30 23 63 20
Textile 19 28 41 27| 19 27 23 24 12 32
Other 7 3 9 6 19 7 8 8 10 7
Total: 10( 100 100 100 100 100 100 100 100 100

Source: adapted from APICCAPS: World Footwear 2016 Yearbook data2@d5, pp.52, 54, 69,
93 and 101.

The Republic of Croatia maintained a dominant sirak@lume of export of
leather footwear even though its share decreagadfisantly from 83% to 63%.
The share of export of footwear made of textiled atner footwear categories in-
creased. The share of waterproof footwear and featwnade of textiles increased
in the structure of imported footwear. Other categoof footwear had minor pres-
ence in the structure of imported quantities otfaar in 2015 compared to 2011.
Table 20 contains information about the structdrexported and imported foot-
wear by the Visegrad Group countries and Croat20itb6.
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4. CONCLUSIONS

This paper offered a comprehensive picture of tbleal, European and the specific
Visegrad group markets footwear industry, focusinghe main trends at interna-
tional trade, consumption and production.

The paper estimated that after five years of grawatés international footwear
trade declined in 2015. A major contribution testhhovement comes from China,
whose footwear production in 2015 came to justilliBibpairs, reducing the country’s
share of the world total to a 59%. At continergabl, the geographical structure of the
industry remains broadly unchanged from previoass/@Nith 87% of world produc-
tion, Asia is the center of the footwear industwth 7 out of the 10 main footwear
producers (China, India, Vietham, Indonesia, Pakidangladesh, and Thailand).

As well as other global and European markets, \Yagkgroup countries and
the Republic of Croatia achieved decrease in theevaf production and consump-
tion of footwear in the observed period from 20622015, except for the Poland
which increased the footwear production for 3 miilof pairs. The most significant
decline in footwear production achieved Croatidn@®% decrease in the five-year
observed period. Interestingly, the consumptioficotwear in the same country
was 23.4% higher than the average consumptionatfviear in the V4 countries.
In terms of footwear consumption among Visegradugroountries, Czech Repub-
lic achieved the highest drop with almost 70% on8ifion pairs in 2015.

On the other hand, Visegrad group countries achiée9% increase in the
value of export to the fifteen export markets irL20in comparison to 2011. But,
there were significant differences in the typegxjorted footwear among the an-
alyzed countries. Hungary and the Czech Repulditifitantly reduced the share
of exported and imported quantities of waterpramgdtivear, but significantly in-
creased the export and import of rubber and plésbiwvear. Poland increased rub-
ber & plastic and shoes made of textile in thecstme of exported footwear and
reduced the share of other footwear, while the Rkpwf Croatia maintained
a dominant share in volume of export of leathetviear.

Despite the decline in global footwear productiard aconsumption in
2015, global footwear sales are projected to ré831 billion in 2018 accord-
ing to Report Linker research (2016).
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Abstract:

The aim of the chapter is to show that now retail trade is a global sector but because of its specificity
new strategies are necessary if global retailers want to sustain their advantage. The concept of glob-
alization is discussed and then referenced to the retail sector. The process of retail internationaliza-
tion which resulted in the globalization of retail sector is analysed. It is assumed that the retailers
were motivated by the goal of sustaining their competitive advantage. So some ideas of the main
theoretical views of developing sustainable competitive advantage (SCA): Environmental View and
Resource Based View, referring to the process of internationalization as well as Yip's description
of globalization process are presented. On the examples of some companies, leading the process of
retail fast internationalization in XX century, like lkea, Benetton, Carrefour, Wal-Mart, it is shown
how the resources they developed and external environment contributed to their globalization pro-
cess. It is found out that there were two stages of the globalization of retail sector: first, in which
non-food companies develop on international market and second, when the mass merchandisers
offering food and other Fast Moving Consumer Goods (FMCG) were involved. The fact that after
fast internationalization representatives of both groups face problems leads to the conclusion that to
be successful in the contemporary global retail market new capabilities should be developed.

Keywords: globalization, sustainable competitive advantage, resource based theory, retailing
JEL codes F610, M21, L210, L81

1. INTRODUCTION

The notion of globalization is used in different senses resulting from different
spheres, that may affect spreading of certain norms, standards, unifying patterns of
activity on the global scale. The most important of them include spheres such as:
political, legal, ethical, scientific, media, technology, and finally econ¢®wz-
kowska, 2013). They affect each other, but also the process of interaction between
the most general level of globalization analysis and the next level — the globaliza-
tion of markets / sectors and the most basic — globalization of enterprises. Globali-
zation in the economic sphere of markets / sectors applies not only to goods, but
consequently to services, labor and technology. This process is stimulated by com-
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panies operating in these markets / in these sectors that internationalizes their mar-
keting, purchasing, sales and financial strategies. The aim of these companies is to
achieve economies of scale and scope, thus reduce costs and achieve competitive
advantage in the market for a particular product without spatial boundaries.

Although in nineties last century, it was an opinion that retail is not global
sector (Houet al, 2001) it seems that nowadays trade sector is also a global indus-
try, which is the result of internationalization processes of trade companies. Yet
retailers who rapidly developed into foreign markets in the seventies of the last
century, and their dynamics was accelerated in the eighties and nineties, are in-
creasingly beginning to encounter problems of development, hence the questions
arise what strategies they should undertake to continue growing or they may even
have already reached the limits of growth. The article presents the internationaliza-
tion processes, which resulted in the globalization of the retail industry, theory
about development of competitive advantage on global markets, which sought to
refer to the retail sector and the problems faced by temporary global retailers. These
problems are reflected in the decrease of the growth rate of many of them, including
the largest ones like Carrefour and Wal-Mart.

2. GLOBALIZATION —-THE ESSENCE, FACTORS, STRATEGIES

In recent years, the most important phenomenon in the world economy is a ten-
dency to globalize markets and sectors and a related necessity to globalize manage-
ment. Globalization is a very broad and complex process which progresses both in
the economic, socio-cultural and political sphere. As an economic process, it takes
place at three levels simultaneously: the level of firms, markets/sectors and the
world economy. The fundamental attribute of globalization is the integration of ac-
tivities, processes and entities into the worldwide (global) system functioning at
one of the three levels but linked to the others.

Globalization is variously defined in the literature, mainly by specifying its
causes or factors influencing the globalization process. In most general terms, we
can say that globalization is a worldwide, that is global, perspective for specific
strategic decisions and the forms of the activeness of businesses participating in the
international division of labor, functioning, in various forms, on the arena of the
world market (Gelbrich, Mdller, 2011, p. 537; Reonek, 2003, p. 307).

Dunning (1992, p. 8) observes gradual formation of the global economy in
which economically leading countries are closely interdependent in terms of
trade, investments and cooperation of firms. According to Narula and Dunning
(1998), globalization means the mutual dependence, the convergence of con-
sumption patterns and technologies in different countries, increasing internation-
alization of production via branch office chains, and the shortening of techno-
logical cycles. Yip (1996, pp. 21-29) considers globalization as the process of
mutual adaptation and coordination on various levels of activities of the world
economy entities by means of worldwide and multi-factorial integrated compet-
itive strategies.. The European Commission defines globalization as a process in
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which markets and production in different countries become more and more in-
terdependent due to the dynamics of the exchange of goods and services, the
flow of capital and technologies (Annual Economic Report, 1998).

Zorska (1998, p. 20), using elements of numerous definitions, defines glob-
alization as “a long-term process taking place in the world, of integrating a big-
ger and bigger number of national economies beyond their borders, owing to
the extension and intensification of mutual links (investment, production, trade,
cooperation ones), as a result of which a worldwide economic system emerges,
with great interdependence and significant repercussions of activities under-
taken/pending even in distant countries”.

It is assumed that the major institutional participants of the globalization pro-
cess are the World Bank, the International Monetary Fund and the World Trade
Organization (Margda, 2006). The institutions associate the majoffithhe coun-
tries of the world (the World Bank and IMF — 184 member states, GATT/WTO —
146), and the scope of their competences is so broad that they perform a dominant
role in the formation of international economic relationships.

The globalization process includes an increase in the freedom of the flow of
capital, goods, factors of production among countries. Thus, we can talk about
gradual disappearance of economic borders and the qualitative leap into the mo-
bility of the factors of production. From this point of view, a new market and a new
economy have emerged (Szyiski, 2001, p. 15). The new economy is also an
effect of information revolution which has brought about the occurrence of many
new sectors and new methods of operations and management in economy. The
development of the new economy means the dissemination of new information
technologies in management, which leads to a major growth of the management
effectiveness, the acceleration of the innovation rate, the reduction of expenditure
and an increase in the use of resources.

To sum up the above discussion, we can claim that the abolition of border
barriers for the flow of capital and other factors of production and the abolition
of barriers for locating production, globalization has opened a path to the net-
work-based economy. On the firm level, globalization is a specific concept of
firm management, namely management in the global environment, that is oriented
to the world markets, global competition and based on global factors of produc-
tion (Kutschker, Schmidt, 2011, p. 165). According to this approach, globaliza-
tion is a strategy of a firm strongly dependent on the international economic en-
vironment and the world economic situation.

With regard to the quoted definitions of globalization, we can indicate certain
features characterizing this process (Zorska, 1998, p. 16-18&ddal006, p. 23-25):

— The range - globalization is characterized by a broad international range or
activities on a worldwide scale.

- Many-sidedness — globalization progresses simultaneously in several areas of
social life: economy, politics, culture.
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- Intensity — consists in the intensification of cooperation, mutual links and in-
terdependencies among countries and societies constituting the worldwide
community.

— Interdependence — mutual and close international cooperation of entities on
various levels (international level and the level of individual economies, sec-
tors/markets, firms).

- Integration — combining the activities of entities, conducted to the interna-
tional scale on different levels.

— Compression of time and space — “shrinking” of the world, participation in
events on all continents, great mobility of people, the offer of goods from all
over the world.

Numerous works and studies devoted to globalization emphasize the signifi-
cance of substantial changes in the global environment, shaped by a lot of factors
and determining the international expansion of firms. Among them we should men-
tion the following factors: political and legal ones determining the level of the lib-
eralization of political and economic relations, of scientific and technical progress
(the development of technologies, the growth of the significance of intellectual cap-
ital), economic ones, of international competition in particular, social ones (the uni-
fication of consumer tastes, education).

Globalization processes concern the world economy, sectors/markets and
firms. It becomes important to indicate the essence of the globalization of markets
and sectors, as each of those globalization forms entails different consequences for
various aspects of strategies and activities of firms. Markets are defined by con-
sumers and their needs, thus, the globalization of markets focuses on consumer
needs. The extent to which a market is global depends on the extent to which con-
sumer needs with regard to a given product are similar all over the world. The glob-
alization of sectors concentrates on the ability of firms to configure and coordinate
their production activities and those aiming at an increase in the added value in
a global way, beyond state borders. Globalized sectors are characterized by the
world competition, opportunities arising from the economics of scale and scope,
fast technological changes, unified technical standards and beneficial trade condi-
tions. Therefore, the evolution of firms' activities includes an increasing geograph-
ical range, more intense and complementary use of various forms of international
expansion (export, foreign direct investments, alliances), as well as greater config-
uration and coordination of research, production or trade activities.

Factors which are particularly important in stimulating globalization pro-
cesses are political and legal factors, as they decide about the internationalization
level of international economic exchange. The factors, being a result of specific
political decisions of parliaments and governments of individual countries, are of
fundamental significance for the internationalization and dynamics of economic
cooperation to the global scale. However, it should be remembered that previously
those countries introduced trade barriers which protected national markets against
foreign products and firms. As the development opportunities based on national
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resources and markets were gradually coming to an end, they started to reduce the
barriers, inclining to undertake exports and open their own markets.

Among scientific and technical factors shaping the globalization process the
development of new technologies, especially information technologies, exerting
a stimulating impact on the process of international expansion of firms is particularly
important. The development of modern means of transport and telecommunications
has enabled a decrease in distance and time separating producers, suppliers and con-
sumers all over the world. Based on new technologies, fast and relatively cheap pro-
cessing and flows of information enable efficient coordination of activities to the
international scale. As a result of faster and faster changes in the environment time
is becoming a very important resource whose value keeps growing.

Rapid technical and technological development is closely related to the glob-
alization process. The phenomenon is particularly characteristic for high-tech in-
dustries: IT, electronics, biotechnology, telecommunications. In those industries,
manufacturing a new product is so expensive that even a firm which is a market
leader cannot incur all the costs connected with the development of the new product
on its own, but tries to spread the risk onto a bigger number of partners.

According to Omahe (1990) the direct cause of the growth of technology costs
is the shortening of product lifecycle and the phenomenon of the dispersion of tech-
nology. The phenomenon of the dispersion of technology consists in a faster than
before dissemination of new, critical technologies and an inability to maintain com-
petitive advantage rooted in the technology invented by the firm for long (Zembura,
2000, p. 11-16). Fast penetration of inventions and new technologies, accompanied
by a shorter and shorter technological cycle result in a fast decline in the value of
new technologies and a necessity to accelerate works on new generations of goods.
The dispersion of technology causes the loss of the effects of the experiences of
leaders in the sectors and the acceleration of the research and development race.
High costs incurred on new technologies can be compensated for by fast product
commercialization. Joint efforts of a few firms can ensure the implementation of
such a strategy. Owing to technology diffusion, the equalization of technological
abilities of firms located in various countries takes place, defined as technological
parity (technological convergence on the level of countries).

As it arises from empirical analyses, in the first half of the 20th century the
average lifecycle of the majority of consumer goods exceeded 20 years, and in dy-
namic sectors — 10 years. In the 1980s, the lifecycle of many products did not ex-
ceed 2 years, and now in the semiconductor industry it is shorter than half a year
(Szymaiski, 2001, p. 58; Rymarczyk, 2012, p. 38).

Under the influence of the liberalization of international trade, the unification and
liberalization of capital markets, integration processes, unification of consumption
patterns, as well technical progress, to great extent also economic transformations are
shaping, particularly in international competition. Important changes in demand, sup-
ply and in the conditions of the activity of firms on the international market are taking
place. Transformations in demand concern mainly the unification and standardization
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of lifestyles, consumption patterns and needs, among others under the influence of the
circulation of information and modern information technologies.

In the opinion of the precursors of the globalization concept, Levitt (1983)
the world has become “a common market” on which people, regardless of their
place of residence, buy the same products and seek a similar quality of life. The
unification of customer tastes and lifestyles was defined as the “the Californiaza-
tion of need”. Hence, firms operating globally should focus their attention on
meeting universal needs and forget about differences dividing individual coun-
tries and nations. The thesis about the deepening unification of consumer needs
worldwide finds its empirical confirmation, but at the same time there is a dis-
tinct tendency for the individual customer approach.

Changes in supply refer to various aspects of production and trade. Changes
are taking place in the characteristics of products, which are more and more modern
and tailored to the needs of specific groups of customers. What has become a critical
element of the new strategy ensuring success in the face of global competition is
reaching possibly broadest group of recipients with a proper product in proper time.

3. COMPETITION AND COMPETIVENESS ON GLOBAL MARKETS

Competition is considered as the basic mechanism of the market economy whereas
the process of developing a competitive advantage as the main goal of the company.
This notation is widely discussed in the literature (Wach, 2014). Here the focus is
on the problem of global competitiveness and development of the competitive ad-
vantage by the retailers facing so called hyper-competition. Hyper — competition
started at the turn of 20th and 21st century and its main characteristic features are
intensifying globalization of economies, the escalation of deregulation and privati-
zation, the intensification of technological progress and the revival of the consumer
sovereignty. The question is how the retailers which got their position on global
markets should compete and how to choose their competitive strategies.

The observed changes in competition are both the effect and the condition of
globalization. The structure and the level of the fierceness of competitive struggle
directly influence international development strategies adopted by firms. Global
competition creates new systems of links, a new quality of technical progress, new
methods of achieving competitive advantage. New organizational models, different
methods of configuring activities and new ways of cooperation with the environment
are needed. Firms have to be flexible enough to be able to quickly adjust to the chang-
ing environment, anticipate, and most of all be ahead of the occurring changes.

Competing to the global scale is possible owing to innovations focused on cre-
ating competitive advantages. The concept of a multi-faceted innovation model was
presented by Drucker (1992, p. 44), who indicated the following sources of innova-
tion: new knowledge, changes in perception, moods, values, demographics, innova-
tions arising from the needs of the process, as well as entreprenesinsigielcka,

2007, p. 45-47). Its essence, as Drucker (1992, p. 44) writes, consists in the interde-
pendence of entrepreneurial and innovative activities by means of which success is
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pursued. In this way, he refers to the concept created by J. Schumpeter who believes
that the nature of entrepreneurship is expressed precisely by the elements of novelty
and innovation. It is not only about the creation of novelty but also the conceptual-
ization of all forces operating in the environment (Nowak-Far, 2000, p. 19). Firms
have to develop capacity for fast, strategic responses to changes in the environment.
They should, according to Bettis and Hitt (1995), master three skills: of sensing
changes in the environment, of fast conceptualization of the reaction to those
changes, of reallocating the resources for the implementation of this response.

In Cushman and King's (1993) opinion, High Speed Management serves to
achieve competitive advantage. It is characterized by:

— Innovativeness — a capacity for product and process innovations, but also
structural innovations and innovations in the sphere of management methods.

— Adaptability — an ability to adjust to changes in the attitudes of employees,
tastes of buyers, expectations of investors, law regulations, availability of re-
sources and strategies of competitors.

—  Flexibility — an ability to increase and decrease the size of the organization,
change the directions for the activities and strategies, assimilate acquired
firms fast, implement joint ventures, create coalitions and eliminate inef-
fective or less effective entities.

- Effectiveness — an ability to maintain permanent advantage over competitors
with respect to products, efficiency, dividends for investors, job satisfaction,
customer loyalty, quality of products.

— Speed - an ability to respond to changes in the environment faster than com-
petitors (Grudzewski, Hejduk, 2001).

The globalization process is contributing to the fast flow of goods, services
and capital, migration of people and rapid expansion of transnational corporations.
Corporations are introducing the principles of strategic planning and optimization
of production to the global scale, and moving production to countries and regions
of the world with low manufacturing costs (low-cost economies). The new phase
of globalization associates with the relocation of workplaces, production and ser-
vice provision. It is a reaction to changes in the business environment. The emer-
gence of global markets of production, services, capital, labor and knowledge has
resulted in the emergence of the globalized society.

Companies competing on a global scale implement the multinational strat-
egy, where the management of the respective markets is treated independently
or global when it is integrated in the international dimension. The basis for the
global strategy is cost advantage (the activities are focused on the specific prod-
uct, product group or segment of buyers), and it is reflected in the market strat-
egy which stresses the low price when at the same time the standard level of
technological quality is maintained. Enterprises which are multinational also try
to keep costs at low level, however, at the same time they differentiate the prod-
uct, what transfers to adopt the strategy of quality and price preferences at the
assumed competitive price levé@apinski 2000, p.51).
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The globalization of strategy means the introduttbthe integrated man-
agement of the firm's worldwide resources and isnpetitive advantage.
A. Zorska (1998, p. 21-34) defines global stratagyan attempt of coordination
and standardization in order to integrate actisgitizoth in the systems of prod-
ucts and in domestic or regional markets. It imahultidimensional character.
It strives for the maximization of worldwide resuilty divisions and integration.
Piercionek (2003) claims that global strategy consistshe formulation of
goals and the methods of their implementation endlobal conditions, and be-
longs to the international expansion strategies.

The globalization of strategy aims at managing pizgtions in an inte-
grated way on the worldwide level. Participatiorthie market, global products,
global location of activities and global marketiage the instruments of global
strategy. The application of global strategy enstine economies of scale, econ-
omies of scope and the effects of the optimum pecbdliocation. It also enables
to implement the global strategy of competition.

Explanations of the sources of cost advantage wiliobal enterprises have
over the multinational ones are provided by thecephof Porters’ value added chain
(Houtet al, 2001). The effectiveness of the company is toaverted into benefits
for buyers. Levitt (1983), from the marketing padfitview, commented on the global
strategy as follow: “if the company lowers costd @rices at the same time increas-
ing the quality and reliability of products — maiiming reasonable concern for meet-
ing the needs — then consumers will prefer prodstetsdardized on a global scale”.
Although he stressed the superiority of standaddimarketing policy does not mean
that he negated adapting elements of the marketingo meet local needs, but only
if it is necessary to achieve the objectives setdieeign markets.

Enterprises seeking sustainable competitive adgantave crucial role in
the creation of global markets for products, by mgkstrategic investments-
initiating global competition where they recogniagch a possibility (Houet
al., 2001). Capital expenditures, however, must begaed by an analysis of
opportunities to gain and maintain a competitiveaadage by answering the
following questions (Houet al, 2001, p. 364):

- Is the firm in the best position to implement akglbstrategy and defend its
benefits among other competitors?

- What kind of resources does it need and for howg librwill need them to
acquire a key position.

He also draws attention to other factors necessacpmpete effectively in
the global market, such as the time distance stpa@réne innovator and the fol-
lowers, and whether the benefits of spending onteetwnologies, distribution and
promotion, create the entry barriers (Hettal, 2001, p. 375-379).

The next important aspect of globalization prodeds take a strategic posi-
tion on the market for the products, so as the @mpnay acquire a dominant
position with the suppliers lowering costs of pusé of products thus contributing
heavily to an increase in effectiveness.
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The representatives of Environmental View of depeilent of the sustaina-
ble competitive advantage (SCA) state that choo#liregstrategy should start
from the analysis of changes in the environmentemfie representatives of the
mainstream of the resource RBV are in the posithat is determined by the
available resources. They claim that companiesuases are heterogenous and
imperfectly mobile which could result in developitige sustainable competitive
advantage. Hunt and Morgan (1995), emphasize lgatdmpany’s specific ad-
vantages as enablers of internationalization. Caoriegeenter new markets when
they can exploit their resources and develop thesastainable competitive ad-
vantage (Andersen, 1997). For companies competirggglobal scale represent-
atives of the mainstream of RBV try to identify ttesource group that can be the
source of SCA and key competencies in the globaketaFahy (2002) showed,
among other things, that in the global environment:

— Enterprise resources are much more important md#velopment of SCA
than exogenous factors (such as, e.g., lower labsts), as they are more
difficult to copy.

— Capabilities are more important in the developmaeihtompetitive ad-
vantage than assets.

Theorists of RBV also try to indicate the key, dfiecesources for develop-
ing the SCA in the global market (Stonehoasal, 2009). Elements of both ap
proaches to develop the SCA can be found in Yi@61P. 24-25) who distin-
guishes three stages of a globalization process:

1. Developing the core strategy, allowing the comptemgchieve the competi-
tive advantage on its home market.

2. Internationalization of this strategy, namely itsplementation on foreign
markets, which may need its adaptation to the fipsaf these markets.

3. Globalization of international strategy by introthg: trans-national integra-
tion mechanisms.

Yip (1996) takes the view that at the stage oftstya globalization, namely
the introduction of integrated management of tlodbagl resources of the company
and its competitive advantage, the two groups diofa, i.e. both those defining
the position and company resources and factorlbbafization of the sector which
are equally important (see. Figure 1).

The development of the core strategy is the fouodaif the permanence of
competitive advantage. Usually in the first phasea strategy used in the activities
on the domestic market. The basic task is to defieearea of enterprise activities,
namely to determine the target market and the mtsdeffered. The core strategy
should include the following elements:

—  Type of products offered.

— Market in the geographical sense (spatial rangheomarket).

— Functional strategies for the most important atiégiwithin the value chain.
—  Competitive position.
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- Investment strategy.

When a firm goes outside its domestic market,dte strategy should be inter-
nationalized. The first and most important step shoose foreign markets. It requires
to identify the attractiveness of a market, posrdmpetitors and the way of adap-
tation to the local conditionings and skills to rage a firm operating in a bigger area.

Position and resources

of the company and its
owner
Instruments of the global
strategy:

- Participation in the
global market
- Global products

Advantages /
costs of the

- Gobal presence global strat-
- Global marketing egy
- Global competitive ac-
tions
Globalization factors of
the sector:
- Market
- Costs k
- Government \
- Competition \
\ Organizational con-

N ditions for global
strategy implemen-
tation

Figure 1. The Framework of global strategy
Source: Yip (1996, p. 28).

The global strategy development requires the inictdn of the integrated
management of the firm's worldwide resources am@admpetitive advantage. In
order to achieve benefits from global strategyrra §hould define the instruments
of its global strategy. Yip (1996, p. 46) indicafe® of them:

1. Participation in the market — the choice of dontestiarkets, engagement
level, market share.

2. Products and services — the level of standardizatialiversification on vari-
ous markets.

3. Location of activities — the arrangement of cefishe added value chain on
foreign markets.

4. Marketing — the scope of the standardization araptation of marketing
activities.

5. Competitive moves — the level of subordinating cetitpn strategy on indi-
vidual markets to the global strategy of compatitio
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An enterprise implementing a global strategy shdully participate in the
global market, that is, possess a majority intéreite “Triad” market, offer global
products, global location, global marketing andoglacompetitive moves. Not all of
them are possible to achieve in case of retailiregtd the fact that it is service activity.

4. GLOBALIZATION PROCESSES IN RETAIL TRADE IN THE C ONTEXT
OF THEIR INTERNAL AND EXTERNAL CONDITIONS

The globalization of retail sector is the resultied process of internationalization,
within which retailers successful on home markeérd foreign markets. Due to
the essential function of the trade — purchasedsale at a profit — it covers two
spheres (Knezevic, Szarucki, 2013):

— Internationalization of activities such as procuesinand logistics.
— Internationalization of formats or stores, in orttepursue sales abroad.

Yet, this process is influenced by a number ofreieand internal conditions.
External factors could be grouped into: scientifichnical, social, economic, po-
litical and legal (Katzen, 1993). The fundamenitaiernal conditions include: the
specificity of a sector and its maturity, corporstieategies of companies within it,
including their resources necessary for the dewvaéoyp on foreign markets.

The specificity of the retail sector is expressgdhe fact that the majority
of retailers are brick & mortar retailers, therefon the process of internation-
alization one is forced to (Incandedaal., 1999):

- Find suitable locations for the stores abroad.

— Organize the supply of these stores.

—  Grapple with many problems associated with thelloegulations of eco-
nomic activity.

— Have a sound knowledge of local tastes and customs.

- Effectively manage employees belonging to differaritures.

For many years, this specificity had been the fdictoting growth opportunities
in foreign markets. As a result, although the pssaaf internationalization of trade
began at the end of the nineteenth century andsifieed after World War Il, yet the
beginnings of globalization must be consideretatdte seventies of the last century.
This can be divided into two stages:

1. The development of non-food retailers implementitapal marketing strat-
egy that is offering a standardized product, whadk place in the seventies
and the eighties of the last century.

2. The development of food retailers implementingringtilocal strategy (due
to the nature of the product), operators of hypeketa, supermarkets, dis-
count stores and convenience stores since midiesgbit the last century.

Some non-food retailers started develop very fastooeign markets after
World War Il. They were successful by offering arslardized product, often
own brand, at low prices.
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In the mid of eighties last century the retailefleeong FMCG started to
follow them. An important factor in their successchme the information and
communication technologies (ICT) that enabled thiéection and processing of
information from the buyers and efficient managetwdrsupply chain based on
demand. These innovations allowed retailers toediffitiate themselves from
competitors by the assortment and reduce logistisss. ICT were effective in
the large-scale operations that also contributedgltwbalization processes.
Wrigley (2000, p. 506) commented as follows: “glbletailing is characterized
in the mid-to late 1990s then by the efforts ofedite group of companies that
leverage their increasing core market scale andréeecash flow for expansion-
ary investment those markets provided, in ordeseoure the long term higher
growth opportunities offered by emerging markets”.

Table 1. The largest global retailers in the world, accogdio the volume of sales on for-
eign markets in 2008
O e VO e o0 dale§ e are o ale ne
O O oreig a e O oreig a e O
orig on dolla o total sale % 0 e

Wal-Mart Uus 113,020 26 18
Carrefour France 91,763 57 33
Metro Germany 70,724 61 32
Ahold The Netherlands 49,440 76 9
Schwarz Grp. Germany 43, 931 51 24
Auchan France 38,924 53 11
Aldi Germany 35,269 48 15
Tesco UK 32,717 30 13
IKEA Sweden 29,763 94 37
Rewe Germany 25,955 33 14

Source: Wrigley, Lowe (2014).

So in the nineties there was a change in the fastonulating processes of in-
ternationalization — traditionglushmotives were replaced by tpall. Push motives
associated with the lack of growth opportunitiegstmmhome market, include, among
others, perceived/imminent saturation in domestiaskets, spreading of risk, consol-
idation of buying power, public policy constraieg;onomic conditions and format
maturity (Nicholas, 1995, p. 77-79). They wereipatarly important at the beginning
of retail internationalization process. Latpush factorsoften were replaced by the
pull motives, encouraging retailers to enter foreigrketa They includénter aliathe
possibilities of development on a given market g absence of a specific type (for-
mat) of stores, small competition, existence ofaaket segment that could become
a target market, the possibilities of achievinggabhenomics of scale.

As aresult, at the end of the first decade ofwresntieth century, most worlds’
largest retailers, operated outside home countreba few even in dozens of coun-
tries (Table 1). As seen in Table 1, the highettssan foreign markets were
achieved by FMCG retailers. This was the resultheir dynamic development,
which began with the end of the eighties and mastethe large markets. The only
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retailer in this group, from another industry, vilesa, which dominated the global
market of home furnishings goods — in 2008 andal@ady present in 37 countries
around the world. Retail internationalization, leadto the sector globalization,
looked differently in case of non-food and foodhretrs.

5. DEVELOPMENT OF RETAILERS ON INTERNATIONAL MARKET S

Development of global, non-food retailers

In the seventies and the eighties., when the glrdiain process was taking place
in many industries, retail companies offering rattleeap, non- food products e.g.
Ikea, Benetton, Body Shop Inc., Toys'R’'Us, Marksl &pencer decided to inter-
nationalize their activitiesSfnigielska, 2008). They entered foreign markets iyost
immediately after establishing the core strategiea home market without trying

the other possibilities to differentiate (M&S wa® tonly exception). It was due to
favorable environmental conditions encouraging ifastrnationalization.

Their core strategy was based on the unique fetailat (e.g. Toys’'R'Us) or
unique assortment of an own brand merchandiseréiffeated them from the com-
petitors (like in the case of Benetton). Due td fakernationalization they got the
economics of scale in sourcing, logistics and enuos of scope in advertising that
discouraged competitors from imitating their stgste

The core strategies of these retailers, determitlmgsuccess on home
markets, were copied on the foreign markets theiered. It means that they
rather found outside the home country consumerghiar offer than analyzing
foreign consumer needs and tried to satisfy thegingymarketing tools (com-
peting mostly on price and advertising heavily)ythmeated the demand for
their product and finally have created the “gloimarket segment and the global
position they become to occupy” (Goldman, 1993).

For example Toys ‘R’Us has increased the demandof by making the
customers aware of toys importance for overallcchilucation and — at the same
time — making the wide choice of toys availabletfeem in big stores (Tordjman,
1996). As far as lkea is concerned, significanttdbation to its success on for-
eign markets was made by an advertising campaigeldged when Ikea entered
the Swiss market, which was copied on the othaxidor markets later on (Terp-
stra, Sarathy, 1994, 11). Benetton’s international advertising cargpdiUnited
Colors of Benetton” launched in 1989 “was so susftéshat worldwide fran-
chisees had to swap the basic Benetton sign atb@iedoors for the green logo
featured in the campaign” (Vignadt al., 1993).

The retailers mentioned above are said to shapdetmand to fit their capa-
bilities and strategies. Their fast developmenfiooeign markets was due to factors
related to the companies’ as well as to the extédemvironmental) changes. The
most important internal factors necessary to betimesd are:

—  Marketing capabilities which enable to create imational retailer’'s corporate
identity and global brand.
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- Economics of scale in the process of procurement.
- Effectiveness of the supply chain management asultrof co-ordination of
retailer’s activities on a global scale.

These factors were assisted by the process ofiwgeglobal consumers,
forming the Common European Market and abolitiomainy barriers to invest
in Asia and Eastern Europe.

Economics of scale and scope achieved by globaileet let them to offer
a standard product at a competitive price which thassource of competitive ad-
vantage over the retailers in the host countriegas regardless of the fact if retailers
had their own brand (label) merchandise in therassmt (M&S and Benetton) or
not (Toys’R’'Us). Product image created by the rdtaimat, assortment, kind and
level of services offered to clients was refledtethe retail brand. A well- known
brand and position had become an important cormetisset in the global market.

So global retailers offering standardized produohvweompetitive war at
the first stage of their development. But it sedinad since the mid of the nineties
the next stage has proceeded. Since that time sbhmeng retailers (e.g.
Toys'R'Us, M&S, Benetton), started to have problemisat was reflected in
their decreasing profits; for example In 1995 T&/&/s total profits dropped
from $532 million to $148 million (Domeski, 2001, p. 90).

They were caused mainly by growing competitiorfedéntiation of consumers’
needs, new and cheaper sources of supply (Chiha fhe third stage of globaliza-
tion which is coordination of all operations on tijiebal scale was found to be the
most difficult in practice because of different somer preferences and conditions in
foreign markets. It was the case of Toys’R'Us wistbres turned out to be too big
for European markets or M&S which was so occupiethk process of internation-
alization that it failed to satisfy British consursewhich was its biggest market.

The sources of these problems rooted both intgraalll externally to a com-
pany could be classified in three basic groups:

- The weakening of the basis for the creation of athge — organizations’
strengths.

— Depreciation of the value of the previously usedtspies as a result of chang-
ing environmental conditions.

—  The growing competition both in the home and irefgn markets from com-
panies which offer was better adapted to the nekdayers.

Sometimes environmental changes challenge the stoategy and cause
sweeping changes as it was in the case of Ben@@mmuffoet al, 2001). Benet-
ton core capability had been created by the arpleatyetworks including supplies
from more than 100 small producers in Italy. Thistem had to be changed due
to the competition from fashion retailers like Hean& Mauritz AB Sweden
(H&M) and Zara owned Spanish Inditex SA, which cegied with the suppliers
from the countries in which the cost of productieas lower. It meant a big change
in Benetton's strategy because it had to find neppers and organize the supply
chain from the beginning. The three-year plan wasteld in 2003. It was aimed
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at restoring the distinctive position of the compgmimarily through increasing
price competitiveness as a result of reducing eympémnt, transfer of production
to China and increased cost control. At the same the company is intended to
take action to improve the quality of our produatsl launch new outlets. In spite
of these changes, profit's and share prices ofdnepanies in the years 2002-2005
showed a downward trend (Clark, Rohwedder, 2003).

The globalization the FMCG retailers

FMCG sector includes both food products and normHitems. Global competitors
are running chains of supermarkets, hypermarkistspdnt stores and convenience
stores, where food accounts for at least 50% inutm®ver and operate on a world-
wide scale . However, when analyzing the processitefnationalization of the
sector we refer to the precursors of food retadeih as Julius Meinl. He founded
the company in Vienna in 1862, which in 1932 hadaly stores in Poland, Hun-
gary, Yugoslavia, Romania and Italy (Dawson, 199£67-282).

But the spectacular development of FMCG retailes iieen only since the
mid-eighties when they developed their core strat@tpwing them to benefit
from the scale of operations. It involved the immpéntation of information tech-
nology (ICT). ICT also enabled them coordinatiom @ontrol of operations lo-
cated in various countries. On the other hand ttieaost of the technology de-
creased with the increase of the scope of actsifi@st internationalization pro-
cesses involved such companies as inter alia apsrat hypermarkets (Auchan,
Carrefour, Promodes) and discount stores (Aldiladt& Schwarz).

An important factor in the development of FMCG cisain the nineties was
the fact that the new possibilities to invest inidAand Eastern Europe became
opened for them. These big, not saturated markéifr@gmented retail structures,
lacking innovative retail formats like hypermarkdts/orable law and consumers’
sensitiveness to branded product had encouragedténeational retailers to open
their stores there. To stay competitive they hadvest in the saturated markets of
old EU and US as well as in the emerging (not s&ddrmarkets) in Asia, Eastern
Europe and Africa. As a result of exploiting internesources and external oppor-
tunities of entering new, foreign markets, aftessi¢ghan twenty years of interna-
tionalization (in the late nineties), some retailbad their activities in many coun-
tries, for example in 1999 Toys'R’'Us had 1565 stare27 countries.

As the result of rapid internationalization procebeetail companies the glob-
alization of the sector took place. The global ratof trade sector is testified by
the strategies implemented by companies competirtheglobal scale:

— Investing in the market in which direct competibperates. An example is the
internationalization of Wal-Mart, which was not digethe push factors or
motivated by the possibilities of gaining higheofis in overseas markets,
but was primarily the response to the investmerEwpean businesses in
the United StatesS(igielska, Figiel, 2001).

— Investing in the same markets as the main foregnpetitor, which was at-
tended e.g. by Tesco and Sainsbury (Aleksandef)199



190 Grazyna Smigielska, Renata Oczkowska

- Investing in the markets of the triad, which in@udorth America, Asia and the
countries of the EU, often not paying attentioprofitability of such an invest-
ment, as evidenced by some of the investmentgaifais in China and India.

As a result of the pressure of constant growthtaedmperative to partic-
ipate in global competition, many companies statteitivest in more and more
remote regions and industries and sometimes theg na& necessarily the best
possible options to use their resources, as fomgkawas the case of Wal-Mart
in the Chinese, German or British markets. For g¥ariVal-Mart’s decision to
invest in China was closely connected to the faat global competitors had
already operated ther8rfigielska, 2003).

FMCG companies, which rapid development in foraiggrkets began later
than non-food retailers, at the beginning of thertty-first century were in the
phase of growth in the global market. It does neamthat they did not face any
problems. Royal Ahold — a company with a high degreinternationalization — in
2001 was already present in 27 countries and #tsestf foreign sales in total sales
reached 86.5% — has had difficulties since 200&nthe scandal of inflating the
company's profits was revealeth{igielska, 2007, p. 181). Since that time, in order
to achieve a stable financial position, Royal Ahbéts sold a number of foreign
investments, including Argentine subsidiary — DiS®, its shares in the Spanish
market, G. Barbosa and Bombrero chain in Brazilf BRLO and Brunos chains
in US. The consequence of these problems and thexohange rate of the dollar
(revenue from the US market accounted for approdéma 0% of total revenues
of the company) was the decline in profitabilitytire first quarter of 2005 by 55%
compared to the same period the year before. snthy, Ahold, the retailer having
one of the strongest positions in the global FMC&kat (next to Wal-Mart, Car-
refour), lost it to the booming Tesco. FMCG companinave begun to face the
problems of development, not only in new marketoath but also in the home
countries, which often remained the leading markitsis, for example, Wal-Mart
and Tesco became the subject of harsh criticismCardefour was faced with the
loss of an image of the company offering goodswtgrices in France, where price
plays a decisive role in the consumers’ choiceEICG market. In 2004 Carre-
four faced also problems in foreign markets.

The company was founded in France in 1959 butrtestao develop very
fast in 1963 due to introducing the innovative fatm hypermarket. Carrefour
successful core strategy was based on discourgspritecentralization of power
(a lot of freedom was given to the store manageesiiced emphasis on aesthet-
ics, modest equipment, and accelerated rotatistank. This store was unique
in its size which let the consumers meet all tebimpping needs under one roof
(Lal et al, 2004). Hypermarket concept was attributed ndy ém convenience
but also to price. The target markets for hyperraerkvere “young people and
new suburban dwellers as well as the budget-cons@onsumers affected by the
high inflation rates in the 1960s.”(Carrefour SA18).

It was pushed to internationalize in 1969, dueh® legal restriction on
opening big stores. First, it expanded to Belgitimen to Spain and in 1975 to
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the other continent — Latin America, to such coiastas Brazil and Argentina.
In Asia it started operating in the late eightigsexpanding to Taiwan. Yet the
boost of conquering new markets came in the niaetie Europe Carrefour en-
tered Portugal, Italy, Greece, Turkey and Eastarropean countries like the
Czech Republic, Slovakia and Poland, in Latin Am@&r Columbia and Chile
and in Asia: Malaysia, Singapore, Indonesia, Taiw@hina, Japan and South
Korea (Bilinska-Reformat, 2015).

Carrefour, which after the merger with Promodés,ierome the second largest
FMCG retail company, despite a significant presém@® countries and a systematic
increase in sales, announced in 2004, a 15% declimet profits $migielska, 2007,
p. 181). It was largely a consequence of lossdgian. Despite the pressure on the
continuous growth of this retailer there was alsgthdrawal from a number of mar-
kets in which it had failed to succeed, among tihers, in 2003, from the UK and
Chile, in 2005, Japan, Mexico, Norway and Slovaki€006, from Czech Republic
and South Korea, in 2007 and 2009, from Switzerlatgkeria and Russia. The main
reason for withdrawing from these markets is pritpéne lack of achieving intended
objectives because of unsuitable offer or too gtiympetition.

Multinational FMCG companies having a distinctivasfion on the global
market, at the beginning of the twenty-first cegttiius began to meet similar
problems as global retailers and finding the sgat® solve them was not easy.
On the one hand, increasing global market shasssgntial for them because
they could effectively implement new technologiesl grasp the benefits of the
position reached. On the other hand, to satisfisgorers they have to adapt mar-
keting strategies to the needs of very diversel lozakets. As the scale of oper-
ations and achieved position is crucial for theetiveness of FMCG retailers so
sometimes they “race” to enter the new foreign ratwkwithout assessing the
chances to be successful. It often caused problems.

6. PROBLEMS AND STRATEGIES OF CONTEMPORARY RETAILER S
COMPETING ON GLOBAL SCALE

Due to the growing pressure to enter the new marketailers competing on a
global scale started to open their stores in a raacemore distant markets. Ap-
parel/footwear retailers, which were the forerusnarglobalization such as Ben-
etton, although in 2014 operated on many foreigrketa (Benetton in 120 coun-
tries), were not the biggest global retailers ia tarms of sales. They have been
overtaken by competitors better responding to kiamging environment. The lead-
ing group includes retailers such as H & M andtiexdiSA (the main brand of that
retailer is Zara) which sales were several timghdii than that of Benetton (La-
houasnia, 2010). Thus it is not the number of markewhich a chain operates but
its strategy determines the dynamic growth of saléise global market. The fastest
growing apparel retailers keep the costs at lowellend at the same time adapt
their strategy not only to the changing environmautt also to the preferences of
the markets on which they operate. An excellentpta of this type of strategy is



192 Grazyna Smigielska, Renata Oczkowska

provided by Zara, known for flexible managemens@bply chain as well as posi-
tioning and differentiation depending on a foreigarket.

Among retailers of FMCG, a dominant position on gf@bal market for many
years has been occupied by Wal-Mart operating icoR8tries around the world but it
should be noticed that still the majority of reverisicoming from the US market. The
number of countries where the retailer operategjl@sn over the years 2008-2014
by 10; from 18 to 28. But even the world's biggesdiler, is affected by troubles in
a global market. As a consequence Wal-Mart withdrew Germany and last time
decided to close 269 unprofitable stores in theahkEBrazil (D’Innocenzio, 2016).

Also other European operators managing many forimgtermarkets, dis-
count stores, supermarkets, superstores etc. fabéepns. Since 2008, the num-
ber of countries where the leaders of globalizaporcess Carrefour, Metro and
Schwarz group almost haven’t changed, and in tee o&Ahold, there was even
a decline — in 2014 when the company operated onl countries. It should
therefore be concluded that these companies fogwstrengthening their posi-
tion on the domestic and foreign markets, yet flaifahem has been successful.
For example, Tesco (operating in 13 countries reggodrop in sales in 2014
compared to 2013 and reached the value of the ineliexl revenue CAGR of
1.8%. Its close competitor on the global market arr€four reported sales
growth, while the CAGR for this company was negatind amounted to -2.8%
(Global Powers of Retailing, 20L.8More successful have been smaller retailers
but with more focus strategies like Auchan Grougasino.

Contemporary trend in retail globalization is camcation on the large, frag-
mented markets, having the rapid pace of retagissgtowth, such as China, India,
Russia and Brazil. Competing in these markets, kiewés extremely difficult and
requires expertise in adapting to the expectatdmsiyers. Global retailers should
take into account that on these markets they wilbmly compete with other global
companies but also with fast learning local contpegi

The examples presented in the paper show thaffiectieve competition in
the global market occupying the market positiomwal as having the recognized
brand is not enough to compete successfully. Obajlmarket effective manage-
ment of value chain is crucial. In this value chagme elements must be stand-
ardized and the others must remain flexible, so i company could respond
effectively to the environmental changes and sosgtaicompetitive advantage.
Difficulties in maintaining standardized marketistgategy resulting e.g. from the
need for continuous improvement of a service |&yetetailers, according to the
growing expectations of customers; hence the problef M & S, Tesco or Car-
refour on their home markets. Another importansogais growing diversity of
the markets as the globalization process progregsaapting the offer to the
needs of buyers may cause negative consequengesgidition to reducing econ-
omies of scale related to standardization, the @mpnay also lose a clear im-
age, as it happened in the case of Benetton (Canaifal, 2001).
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7.DISCUSSION

The issue of retail internationalization and gld@=tion is a widely discussed
(Yeng, Yazdanifard, 2015; Pall, Hanf, 2013; Lahauas2010; Coe, Wrigley,
2009). Vida and Fairhurst (1998) developed the mofietail internationalization
in which they discussed the antecedents, the mames its outcome. They have
found out that international retailers have advdnsteategies, management and
marketing expertise. Their findings as well as ifiigs of the other Authors dealing
with the problems of retail internationalizatioreagenerally similar to what has
been presented in this paper. Novelty is the uskeo¥ip’s model combined with
the theories of sustainable competitive advantayeldpment which give strong
background for the research as well as separafibwmambranches food and non-
food (or more generally FMCG) retailers and nondfoetailers.

The limitation of the research is that is doesgioe the clear answer to the
guestion on limits of growth. Although some globetailers have problems with
further development the others are boosting. Fiix stcommerce will change the
rules of competition but now it is difficult to piet the results.

8. CONCLUSIONS

General theory of globalization processes, Yip'sdelaas well as the theories
of sustainable competitive advantage developmentdcbe applied success-
fully to analyze the process of the retail sectiobglization. Yet, in the case of
retailing there were two waves of it: developmehenterprises implementing

a global marketing strategy (non-food retailersj #me development of FMCG

retailers. Internal factors of this process inclutd¥elopment of necessary re-
sources (capabilities and competencies) which endi® successful interna-
tionalization. External factors include progresstéghnology and networking

characteristic for the knowledge-based economynimgeup many, non-satu-

rated markets in which the core strategies couldremented.

Regardless of the branch (food or non-food), regaresd by a company op-
erating on the global market, a key role in thecess will have the resources
allowing them to coordinate spread operations: cidiea in supply chain man-
agement (IT and logistics) and marketing managentkevieloped on the basis of
their core competencies. However, they must adoptaformula, corresponding
to the current competitive environment, emerginthatbeginning of the twenty-
first century and becoming increasingly fierce.

It seems that food retailer have followed the saam as non-food retail-
ers so now some of them are facing problems wittasning the growth rate.
At this point they should decide on their key res@s and key markets to de-
velop new competitive strategies.
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Abstract:

The objective of this paper is to identify and preéske current situation of Lithuanian food indystr
sector in terms of online presence, use of e-markébols and internet strategy implementation,
paying attention to food manufacturers, marketerd faod delivery (including fast food and restau-
rants). The following methods as comparative analyfdihe scientific literature, secondary data anal-
ysis, data comparison and logical grouping, graphégaesentation of data, and descriptive stasistic
employed. For empirical study, it was decided to $tigate online activities of the food industry
sector of Lithuania using structured observatichméue. Following assumptions were formed after
study: companies of food industry are more orietdedussia than to European market, and Baltic
market is really important for this sector. It icassary to investigate food industry sector actwitie
and strategies in other regions, and to developeimafdnternet strategy forming for food industry
by online presence decisions. The originality of thisk lies in studying some aspects of strategic
and tactical decisions related to online presehégod industry companies of Lithuania.

Keywords: e-commerce; e-marketplace; Lithuania; internet usagel industry; web marketing
JEL codes L66, M15, M31, O33

1. INTRODUCTION

Development of information and communication tedbgies (ICT) causes
changes in processes of management, commerciahardting activities of or-
ganization as well as changes in other areas suiclorssumer behavior patterns,
learning peculiarities etc. The need of constaatuation of markets, understand-
ing of consumer, and knowing new technical soltiare vital for organizations
nowadays. So as proposes Gajowiak (2016), it besoraeessary to use the re-
sources (particularly the intangible ones) intelfigy, and aim at increasing pro-
innovation behavior, because role of intangibleigalcontinues to rise, as the ex-
istence of modern organizations is conditionedioypvations as well as by gaining
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the trust of customers, by creating brand and fecefely responding to changing

reality. The specific aspects of e-strategies imgletation, decisions concerning
online presence, choice of e-marketing solutionslesstanding consumer behav-
ior, presupposes actuality of the analysis of aursguation in all fields of business
activities. Food industry is not an exception iis ttase, and new insights in order
to understand phenomenon of success are nece$baryood and beverages in-
dustry is one of the largest and most developedsimigs in the Lithuania. Com-

pared with European Union countries, Lithuaniehis dne with the strongest ori-
entation to the food and beverages manufacturihg.sector's contribution to the
country's GDP excesses EU-27 average more thames.tiFood industry has

a good development prospects and export activit@asributes to the sector's
growth. This becomes more important in terms ofdbereasing inside market re-
lated to declining population in the country, anchenmerce and reaching interna-
tional markets via internet become one of perspesti

The goal of the article is to identify and presémd current situation of
Lithuanian food industry sector in terms of onlpresence and use of web mar-
keting tools paying attention to food manufacturenarketers, and food deliv-
ery (including fast food and restaurants).

This study allows to evaluate level of usage of rmeliements (strategic
decisions for web marketing tools, online presemte,) and to identify trends
for further research in order to increase efficken€ food industry sector per-
formance in the internet (scientific and practipatspective). The e-commerce
market peculiarities of Lithuania analyzed and dlggoresented in the article
as well, in order to present whole picture.

The following methods as comparative analysis efttientific literature, sec-
ondary data analysis, data comparison and logicaiping, graphical representa-
tion of data, observation, and descriptive stagstimployed.

2. PREVIOUS RESEARCH

Innovation is one of the main motives and factasanly for economies, but also
for businesses, and there is a great variety dhitiehs referring to innovative
activity (Kosala, 2015). So, ICT can be treatetasiness innovations as well. ICT
development and changes caused by developmentloisl& complex phenome-
non, which consists of many different research saseech as ICT in companies’
performance, ICT security, e-business developmedhtsalutions, e-commerce, e-
logistic, web marketing, e-learning and many marehis section overview of pre-
vious studies in a field of web marketing and e-pwrce will be presented via
such topic analysis as: website classification, sitelquality assessment, internet
marketing studies and its use peculiarities inedédht sectors. In order to reach a
goal, it is vital to analyze internet strategies amplementation tools, which will
be analyzed and presented within next section.

The use of e-commerce activities in the food induate widely discussed
by scientists and practitioners (Annunziata & Veaoch2013; Carlucci, De
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Gennaro, Roselli, & Seccia, 2014; Yang & Shang, 220Papaioannou,
Georgiadis, Moshidis, & Manitsaris, 201Byriz et al. 2016; Fang et al. 2016;
Verheyen, 2016 The scientific research of the development sgwatof green
food e-commerce in Heilongjiang Province was magleQd-Zhao Yang, Jie
(2015). Eugenia Papaioannou et al. (2015) analigmees such as e-commerce
potentials in the fast food industries, the accaepgaof e-commerce alternatives
by the consumers and the collaboration betweembases and customers. Do-
menico Carlucci et al. (2014) in order to target goal to provide useful insights
for small and medium-sized enterprises (SMEs) a#i&d in online selling of
extra virgin oil, studied the relationship betwekea price of extra virgin olive oil
and its main quality attributes, in the specifiseaf business-to-consumers e-
commerce channel. A. Annunziata and R. Vecchio 82@halyzed the websites
of Italian companies engaged in the productiorypidal and traditional foods in
order to investigate web marketing strategies ofifproducers in Italy. The re-
search has shown that these firms invest verg littlwveb marketing and focusing
their efforts on the internet only as a secondaoynwtion tool, while web based
direct selling is confined to market niches.

E-commerce activities are closely related to theabder and more general
fields of study, which are important to analyzeider to perform research meth-
odology. A lot of researchers paid attention todnality assessment of website
(Aladwani, 2006; Collier & Bienstock, 2015; Cuddil® Spyridakis, 2012;
Dholakia & Zhao, 2009; Guseva, 2010; Hasan & Abuiel”011; Lee & Kozar,
2012; Rocha, 2012; Saremi, Abedin, & Kermani, 208Bgjul & Padmavathi,
2015; Subramanian, Gunasekaran, & Yu, 2014; Waeg, % Yen, 2015; Zhang
& Dran, 2000), customer behavior (Alzola & Robain2)10; Bressolles
& Durrieu, 2010; Dennis, Merrilees, JayawardhenaW&ight, 2009; Hamid
& McGrath, 2015; Hodkinson, Kiel, & McColl-Kennedy2000; Yue
& Chaturvedi, 2000; Maditinos & Theodoridis, 20Rahim, 2014; Su, Li, Song,
& Chen, 2008), marketing communication tools sushrasearch in the area of
web advertising efficiency (Moore, StammerjohanC&ulter, 2005; Richardson,
Ganz, & Vallone, 2014), social media usage in défé communication models
(Agnihotri, Dingus, Hu, & Krush, 2015; Chan & Guwt| 2011; E Constantinides,
2015; de Vries, Gensler, & Leeflang, 2012; Jarvin&ollinen, Karjaluoti,

& Jayawardhena, 2012; Karkkainen, Jussila, & Vésa2010; Laroche, Habibi,
& Richard, 2013; Michaelidou, 2011; Pabedinska#t Davidavicius, 2012;
Riemer & Richter, 2010). It is important that sdereedia usage depends not only
on the chosen communication model, but also onnthastry specifics (Barnes,
2010; Buhalis & Mamalakis, 2015; PanagiotopouloSian, 2015; Senadheera,
Warren, & Leitch, 2011). Barnes and Mattson (20dfalyzed the e-behavior of
Fortune 500 companies, focused only on a limitedsadustry categories, i.e.,
computer, food, special retail, commercial banksnisconductors, motor vehi-
cle, insurance and IT (Levina & Vilnai-Yavetz, 2Q18he specifics of navigation
and quality of e-commerce perception of Lithuani@msumers were presented
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by Davidavtien¢, Tolvaisas (2011), Davidatiené, Sabaityé, Davidaviius
(2012), Davidawiene, Paliulis, Sabaityt (2012).

Taking in mind the rapid e-marketplace changesgroding business needs,
as well as opportunities and appearance of nevg,t@ohstant exploring virtual
markets (food industry not exception) peculiaritissnecessary. Deeper under-
standing of sectors development and progress infuss¢olls is actual for scientists
as well as for practitioners. Further will be azalgf internet strategies and online
presence aspects in order to form research metbgylol

3. INTERNET STRATEGIES CLASSIFICATION

The performance of organizations depend not onlyclwinges caused by ICT
development and new tools which are implementetjtdargely depends on a
type of Internet strategy which organizations cleoteking in alignment with
overall strategy of organization. Many scientisésé investigated the Internet
strategies typology, classification, and use irfiedént sectors (Spiller & Lohse
1997; Amit & Zott 2001; de Kare-Silver 2001; Biyglarsky & Naik 2003;
Doherty & Ellis Chadwick 2003; Weltevreden et &03). In this article, further
will be employed classification proposed by Welsden et al. 2005 and adopted
to nowadays situation. It is one of the most extenhternet strategy classifica-
tion, which relays on three types of companiesviis intensity relying on web-
site type (Weltevreden, Atzema, & Boschma, 2005):

1. No websitepre internet passiv@o activities plannedjpre internet proactive
(URL and activities plannedjlevelopingURL and activities developing);

2. No online saleshillboard (use the Internet to make potential customers aware
of their existence, no additional servigelsjochure(limited product infor-
mation) catalogue, servicep(ovide additional services to enhance the rela-
tionship with their customers (e.g., help desk ises; community building
services, online ordering without online transattietc.));

3. Online salesexport mirror (online sales as additional activity of company),
synergy(both traditional and online channels are equatiyortant),anti-mir-
ror (most part of business online)rtual (business online).

In order to make link between Internet strategy emehging customer needs,
which enhance overall interaction via website thiine presence elements should
be analyzed and fit to the Weltevreden et al. (2@06posed classification.

4. ONLINE PRESENCE

Online presence is direct reflection of organizatgpals. Different features of
the website leads to the website type alternatiwekinternet strategy implemen-
tation. Hence, Efthymios Constantinides (2002) easgtes the four main mana-
gerial ingredients of web marketing: scope, syagsgy, system. The 4S market-
ing mix firstly aimed as an educational tool, beryw soon has been proved as
a tool for designing website and improving the B8Rt one, either elaborating
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online presence strategy. According to the E. Gomistides (2002) one of the
most crucial ingredients of web marketing is wehsithich strategic role could
be described as main generic types: informatioedlicational, relational, pro-
motional and transactional. However, David Chaffey Fiona Ellis-Chadwick
(2012) identified five types of online presenceangactional e-commerce sites,
service-oriented relationship building or lead-gatien website, brand-building
site, portal or media site, social network or comitwsite. Classification is based
on the differences of each online presence typeifes (see Table 1).

Table 1. Main features of online presence solutions
Internet strategy Online J

Internet strategy Main features
Group presence typ

pre internet passive
no website  |pre internet proactivg No website -
developing
billboard & brochure Provides experience to support the br
_ Brand-build- Typlcally no po_SS|b|I|ty to purch_a
no online sales cataloque ing site online. Merchandise may be. Experie
9 9 " |is developed by content marketing
social outposts.
Enabling community interactions be-
. tween different customers by post]
Social net- . ;
. . comments, sending messages, rating
- social network site |work or com- :
munity site tagging content etc. ng_be use_d _for pub-
lic relations, brand building, opinion re-
searches.
export Transactional
online sales mirror, synergy, e-commerce Possibility to purchase online. May pro-
anti-mirror, sites vide information for offline customers
virtual '

Source: own study based on Chaffey, Ellis - Chadwick (2012)iewfeden et al. (2005), Constan-
tinides (2002).

A. Annunziata and R. Vecchio (2013) emphasizesthteaivebsite is the key ele-
ment in developing web marketing strategy, asatfislationship building instrument
between the consumers and enterprise existing im#érket. However D. Chaffey and
F. Ellis — Chadwick (2012) highlight that due toyided classification it is not suitable
clearly categorize websites, because many of itasg blended features. We suggest
that for this research first three types of presdtransactional e-commerce sites, ser-
vice-oriented relationship building or lead-generatwebsite, brand-building site)
have to be considered as types of website owneddayization and social network or
community site as the microsite or activity in dhgarty’s networks.

The theoretical background for further researctbgeadentifying online pres-
ence types, which can be described by website typedts features and belonging
to the internet strategy. In next section researethodology will be presented.
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5. MATERIAL AND METHODS

Two research methods were employed for this stiflgecondary data analysis,
and 2) observation of food industry companiesatidis in the Internet.

Overview of internet usage, created GDP, averagadspper shopper and
amount of shoppers in electronic environment inegainvere evaluated in order to
present market situation. In order to evaluate fimolistry sector performance in
the internet and to draw the general picture aftiarket in Lithuania the structured
observation method was chosen for empirical reke&ample of 146 business en-
tities was taken with confidence level 95 and aerfice interval 8.

Analysis of industry representatives focusing offeient e-solutions in
B2B and B2C communication were performed accordigclassification pre-
formed and presented in previous section (tabldét ijas agreed on 3 industry
types for observation, such types were: food mastufars (meet products, fish
products, fruits and vegetables, oil, milk produagsain, bakery products,
other), food delivery (e.g. restaurants, fast foett,.), food marketers (hole
sellers, retailers, supermarkets). Indicators regméng food industry sector:
activity in the internet (having website and itpéy; use of languages (compa-
nies market orientation), involvement of web mankgttools (having separate
websites for different product brands, presencsoitial networks).

6. RESULTS AND DISCUSSION

According statistics there were 19% of companies siold goods or services via
internet in year 2014. Sales via e-networks contparaales overall were 9 % (Of-
ficial statistics portal, 2016). In year 2014 itHtiania 650 thousand people shopped
online, which is about 26% of the population. E-ocoence share of eGDP in Lithu-
ania is 1.13%. In comparison eGDP share in Britahith is leading by this indi-
cator in EU is 5.74%, in Europe 2,5%. Lithuani@idy in 22-nd place in ranking
by eGDP share in Europe, and 6-th place from 8 tcisnin Northern Europe re-
gion, while the share of e-commerce GDP in Denm3z8K %, Estonia - 0,77%.

The turnover of e-commerce in Lithuania was 41Qionil€ which is much
less in comparison to greatest turnover in Northewrope which is at Denmark
(9,9 hillions €; first place), the lowest turnovsrin Estonia - 150 million € (last
place). Lithuania is 5-th in ranking of Northernr&pe in turnover. Average spends
for one shopper in Lithuania were 630 €, meanwdikatest average spend per
shopper in Denmark is 2721€, lowest in Estonia 3- 28Despite Lithuania is in
a group of Northern countries — the results areitbmomparison with other.

In summary, situation in Lithuania’s internet irgteucture, penetration
and usage are at the level close to European aveaag some aspects are even
higher, which with fact that European markets grerofor Lithuanian business
let to conclude that there are all the precondgitmdevelop e-commerce to the
level close to those averages of Europe.
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As one of the possible reasons of low turnover @@®P considered the
Lithuanian e-commerce, which is highly self-oriahtbat is to say the foreign
markets are poorly exploited and employed. Tottastassumption the research
of foreign languages usage in Lithuanian food indubusiness websites in
general and e-commerce sites was completed.

During the research it was found that 64.2% comgmiriiad websites,
31.1% had no website and website did not loade®#f7all analyzed compa-
nies. Further analysis revealed that in differertaers of food industry tenden-
cies of using web tools are different (see fig.1).

I Food
manufacturers

Il Food delivery
(e.g.
restaurants)

Brand building

Catalogue

Sellers

E-commerce

Underconstuction

n.d

0.0 15.0 30.0 450 60.0

Figure 1. Online presence in Lithuania food industry
Source: compiled by authors.

Observation reveals that food manufacturers kedave catalogues and pre-
sent all range of products 53.8%, meanwhile fodi/ely and sellers presenting
themselves via brand building sites. Unfortunatelly,groups of food industry
show quite low activity in e-commerce and do natade online strategies that is
why further type of online strategies not discusgattler construction graph mean,
that companies use passive or development stratégfgrtunately, it was some
websites which specific was not identified: someh&m did not loaded (most of
them sellers section — 10,4%); others were hackad@ment of observation.

Information in other languages percent (see fign2ilifferent sectors of
this industry (analyzed food manufacturers, foodiveéey (restaurants) and
sellers (marketers) varies.

Food manufacturers are most oriented to foreigmalgpg inhabitants or to
export markets because most of them have one ar fomgign languages in web-
site. A lot of food delivery companies (restaurafdst food, pizzerias) are offer-
ing information in local language. Chart (fig. Zveal that German and Polish
language is used less than Russian (taking in etimical structure of population
of Lithuania (here lives approximately the samecpatage of Russians and
Polish) the assumption that these companies are or@nted to Russia than to
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European markets could be formed. It should becadtihat from other languages
group, which as revealed important to food manufastand sellers, such lan-
guages as Latvian and Estonian were implementdd.shlow that common Bal-

tic market is important for this sector as well.

I Food
manufacturers
I Food delivery (

e.g9
restaurants)

En

Sellers

Ru

Pl

Other

0.0 20.0 40.0 60.0 80.0

Figure 2. Use of languages in Lithuania food industry welssite
Source: compiled by authors.

Involvement of web marketing tools like having sepa websites for differ-
ent product brands is really low (from all reseadbompanies just four companies
(2,7%) exploited this web marketing solution). Rrese in social networks results
are much better. From all companies 43% had pagedral network Facebook
(82.5% from this range has website as well), besérsolutions are oriented to local
B2C oriented web marketing communication.

7.CONCLUSIONS

Previous studies in a field of e-marketplace, imeistrategies and web tools were
analyzed, and this was the theoretical backgroanthe research of food industry
sector of Lithuania. The Internet strategies cfeesbiand they relations with online
presence categories found. The analysis the Lithnarectronic market were per-
formed: analysis of internet usage, e-commerceotten and share of e-commerce
GDP, average spent per consumer and market sizeakas in consideration. Im-
portant to mention that level of Lithuanian interasage is close to European coun-
tries averages. Despite that e-commerce GDP is tpiit, so additional measures
for encouraging to exploit more e-commerce possisl should be taken. Low
turnover of e-commerce activities in Lithuania nigk related to the fact that it is
not fully exploit the potential of other markets byhuanian e-commerce partici-
pants. This statement was deeper analyzed in fatubiry sector of Lithuania.
Analysis of the usage of languages in food indusgstors research revealed
that websites are more focused on inner marketiseo€ountry. Two assumptions
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were formed and must be studied deeper: compahfesaindustry are more ori-
ented to Russia than to European market, and BaHiket is really important for
this sector. So, taking in mind geopolitical sitaat(Russia-Ukraine crisis) food
industry companies should be more active targedisig and America markets in
order to split the risk and expand activities. s the general websites oriented
to business to business cooperation should bepadthrmed or orientation to busi-
ness to consumer could be exploited as analoggiraia e-commerce solutions
(but in this case food industry companies shoulda® consumer behavior and
needs in target markets in order to develop progr marketing plan.

Further research should be focused on food indwsttiyities on the Inter-
net for investigating peculiarities of web marketisolutions for international
markets, as well as studies of peculiarities oatsiic decisions, and online
presence models formation for this sector.
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Abstract:

Emergence of smartphones with strong wireless nmitag capabilities has set the field for founda-
tion of a various mobile commerce services. Ther@avipg access to wireless communication tech-
nologies is bringing mobile commerce to the fodumarketers and retailers as a new marketing and
retail channel in the context of multichannel detgi Research studies deal with the level of aidopt
and factors influencing adoption of mobile commeritin various groups of consumers in different
markets. However, there is a scarcity of researatiest explaining level of mobile commerce adop-
tion in Central and Eastern Europe. The main gofailse paper are to explain the level of adoption
in three countries in this region and to descrifigepns of usage of smartphones and mobile applica-
tions as shopping tools within the population ofygaonsumers in those markets. This paper, based
on secondary data, explains the state of the amaftphone usage in Poland, Croatia and Serbia.
Furthermore, based on a primary quantitative suovestudent population, the paper brings valuable
data on smartphone and mobile application amongg/oustomers in mentioned markets. The pri-
mary research was conducted on more than 450 exesrim®oland, Croatia and Serbia and in this
paper basic descriptive statistical analysis waslacted in order to discuss types of activities and
some basics characteristics of young consumersdiaganobile commerce in general.

Keywords: mobile commerce, smartphones, mobile applicatidestral and Eastern Europe, millenials
JEL codes L8, L81, L86, M31, M15




212 BlaZenka KneZew, Magdalena Stefaska, Dragan Stojkovit

1. INTRODUCTION

Smartphones created its users opportunity to bme@mvery time and every-
where. This tool delivers them much more satisfacthan any PC or tablets
previously- they let satisfy a different types efeqls: to be closer with other peo-
ple, to entertain, to educate or develop socialatiiral life every moment users
want. Access to all offered through this type ofif® devices products and ser-
vices created new opportunities for telecommunicesticompanies and commu-
nication services. As a result telecommunicatiofiastructure in developing
countries grew respectively in last decade. Thisjgled new possibilities to mar-
keters and retailers who started to redefine themmunication and approach
with potential and existing customers (see Yadaal,€2016).

Smartphones generate tremendous flow of data, ibatitrg to the big data
phenomenon (McAfee and Brynjolfsson, 2012). In addj marketers can reach
student population through smartphones. Placingrimftion about the products
and services online is the key for success for matgjlers even in the situation
when customers are not willing to buy online. Owrtmannel strategy become dom-
inant in the last several years and its signifieanwdl grow in the future.

There are numerous studies dealing with technadbgispect of mobile com-
merce (for instance: Lembke, 2002, Lee et al, 2@hong, 2013), in addition
a bunch of studies explains adoption and behavésécts of mobile commerce in
various consumer groups and various countriesr(fance: Choi et al., 2008, Chan
et al, 2013, Hamkaa F., Bouvman H., de Reuver&Kkbesena M., 2014, Thakur,
Srivastava, 2013; Kucharska 2015; Molina-Castillipez-Nicolas, Bouvman 2008
). However, there is a scarcity of comparative istw@f various aspects of mobile
commerce across countries, especially in post-camsnhmarkets, except few ex-
amples which touched the problem of usage of smanigs in that part of the world
(Ponder and Markova 2002 ). Lovreta, Stojkovic @04nd Sojkovic et al. (2016)
explain the role and position of electronic commaeirt multichannel strategy of
retail chains in Serbia, but they are not dealiith) wiobile commerce as a channel
which is bringing new challenges and potentialthtoretail market. Knezevic et al
(2014) explain how students are using Internetsamiece of purchasing information
not addressing the issue of mobile commerce usa@edatia. But Knezevic et al
(2015) have dealt with potential of smartphonesrantile applications as shopping
tools in Croatia, while Duzevic et al (2016) expkd loyalty factors of mobile com-
merce in young customers’ population. Up to ounkdedge there is no study ex-
plaining phenomenon by comparing more Central aastefn European countries.
There are also few examples of research in Poldne authors analyzed the attitude
of customers toward m-commerce and types of oppibks it creates for compa-
nies (Fackiewicz 2015; Lewicki 2015; Borusiak and Szymkokv2014).

Some researchers concentrate on the attitude afjgowcustomers. The gener-
ation Y differs fom the older generation because technologically highly aware
and willing to use digital tools in all sphereditéd (Howe and Strauss 2001; Worley
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2011; Archana and Heejin, 2008; Lazarevic, 20121 and Azar, 2011), thus it
is worthwhile to research how students, as a waeteof generation Y, are using
wireless technologies in everyday life and as acgoof purchasing information. Ku-
mar and Lim discovered that the mobile service iyuattributes are important to
Generation Y users and baby boomers, but theiy stist showed significant differ-
ences between the two groups in terms of the sftdgierceived economic and emo-
tional value on satisfaction (2008). There aré stime gaps in knowledge on so
called Millenials and their attitude and shoppimdéviour toward m-commerce.

As a result the primary research was design toerfsllowing research questions:

1. Do young consumers in Central and Eastern Europeesx characteristics of
“handset generation” as described by Turban é2GlZ, p. 279)?

2. What is the pattern of their activities regardinghihe applications?

3. Is culture of freebies present among young conssnierCentral and
Eastern Europe?

4. Do young consumers use mobile commerce for shofping

Those questions results from limited knowledgeamyg customers from Eastern
Europe who use smartphones. But as the same timadtket of m-commerce is still
growing and has high dynamics of growth so the @ittne authors is to check if the
description of Turban et al (2012, p. 279) fitydoing consumers from other countries.

More than 450 students from Poland, Croatia andbi&eook part in this
research and research was taken anonymously itewffilrm and online in the
controlled environment. For the purpose of thisgragimple descriptive statis-
tical analysis was conducted. Descriptive statidtimethods were applied to
describe the structure of the sample and attitodethe sample level, and data
was scrutinized and discussed among countries Hs we

The paper is divided in two main parts. In thetffyart definitions and main
characteristics of mobile commerce are given tagetlith the state of the art regard-
ing Internet and smartphone (as primary mobileaguisage in Poland, Croatia and
Serbia is described. In second part primary rekdardescribed starting from meth-
odology and sample description towards discussiaesults. Discussion of results
includes following topics (a) Young consumers imftal and Eastern Europe as
“handset generation”, (b) Patterns of young custeraetivities regarding mobile ap-
plications, (c) the culture of freebies and (d)ggsaf smartphones as shopping tools.

2. DEFINITION OF MOBILE COMMERCE AND ADOPTIONOF INT ER-
NET AND SMARTPHONES IN POLAND, CROATIA AND SERBIA

Chaffey (2007, p. 132) defines mobile commercdexgrenic transactions and com-
munications conducted by using different mobileices and typically with a wire-

less connection. Even though, mobile commerce nisidered as a relatively new
phenomenon (Yadav et al, 2016) fully enabled thihoud) wireless technology and
handheld devices such as PDAs (personal digitatasts), palmtop computers and
mobile phones, Chaffey (2007, p.132) states thdiilméechnologies are not only
technology that enables mobile commerce becausmdny years it was possible to
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access to networks via laptop and modems fromitatwabbutside company. But,
Laundon and Traver (2007, p. 84) emphasize wirgleghe main characteristic of
mobile commerce and they claim that the major aidwggnof m-commerce is possi-
bility to access Internet by anyone, from anywhesiag wireless devices. Similarly,
Turban et al (2008, p. 8) define mobile commercelestronic commerce transac-
tions and activities conducted in full or in partd wireless environment. Another
important emphasis was made by Laundon and Tr20&7( p. 17) who claim that
conducted transactions are commercial in theirraatd-commerce is often consid-
ered as an extension of e-commerce eco-system vghisttended by wireless tech-
nology and mobile devices application (Zhang e2@ll2). Therefore, the first ap-
proximation of e-commerce and m-commerce poteotidie mobile commerce can
be based on penetration rate of Internet and FakeboFigure 1 data are shown for
Croatia, Poland and Serbia together with averaigs ia Europe, European Union
(EU-28) and for World. According Figure 1, in Craaf 5% of population use Inter-
net, in Poland 67,5%, and in Serbia 66,2%. Regagrdatial networks, in Croatia
42,6% of population uses Facebook, in Poland 3@&B&in Serbia 50,6%.
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60% -

>0% 7 M Internet
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20% -+
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Croatia Poland Serbia EUROPE EU-28 WORLD

Figure 1.Internet and Facebook usage in total population
Source: own compilation according to http://www.internetwoatistom/stats9.htm
(accessed on 27th September 2016).

However, as it can be observed, all three courdriesignificantly above world
averages, but when we make comparison with Europeiab) averages the situation
is different. Croatian Internet penetration rate2j is in line with the European av-
erage (73,5%), but below EU-28 average (79,3%)y Qata for Facebook usage in
Serbia (50,6%) is above both European averagesgB®d7,7%; EU-28 46,5%). All
other indicators for all three countries are belewvopean averages. Therefore, we
can conclude that situation can be improved imtwse future.

Another important indicator, when discussing mobidenmerce potential, is the
adoption of smartphone devices within the poputatio 2013 the number of mobile
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phone users in Central and Eastern Europe was t#8dsnin. According to fore-
casts in 2019 number of mobile phone users inrtgibn will account 314,2 min.
The penetration rate will increase from 65,9% i62® 72,1% in 2019 (Worldwide
Internet And Mobile Users Report... 2015). AccordiogMason Group opinion,
smartphones will account for at least 75% of hatsdigeall CEE countries except
Ukraine by 2019 (lacopino, Bailey and Hare 2014guFe 2 shows trend of growth
of smartphone usage. In all three observed cosritrid015 number of smartphone
users exceeded 50% of the population, in Croaisaaibove 60%.
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Figure 2. Smartphone usage in total population
Note: * 2021 — forecasted value.
Source: own compilation according to https://www.statista.statistics/347221
(accessed on 26th September 2016).

Till 2021 it is estimated that growth trend willl@mue and that in Poland and
Croatia there will be more than 65% smartphonesuséhin population, while for
Serbia predictions are around 53%. Therefore, bapdtie presented data on In-
ternet and Facebook adoption, and based on smaspigage growth trend, we
can conclude that companies in observed markets foavonsider Internet, Face-
book and smartphones as communication and disoibahannel with a huge po-
tential for direct and continuous commercial comioation with customers (for
illustration see studies: Pejic Bach et al., 20dflezevic et al, 2011).

Comparing to e-commerce, Turban et al. (2012, 2) £8nphasize several
value-added attributes of m-commerce: ubiquity,vemmence, interactivity and
personalization. Ubiquity refers to accessibilifyrdormation from any location in
a real time. Convenience refers to ease of useobilendevices in comparison to
desktop devices which are smaller and thus morel@i$ar information access on
the move. Mobile devices improve interactivity besausers are able to communi-
cate, search for information and use servicesr@abtime.
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Moreover, the individual usage of mobile devicealdes a high level of per-
sonalization according needs and requests of avidindl user which gives a busi-
ness opportunity for delivering personalized infation, products and services.
The knowledge on users’ physical locations in htieee creates a business oppor-
tunity to offer location-based information, sengand products. This aspects are
investigated and proved as benefits or influerigietors of m-commerce adoption
in studies such as: Choi et al. (2008), Chan €@13), Chong et al (2013), Zhang
et al (2012), Thakur and Srivastava (2013), Yadal €£016) etc.

3. PRIMARY RESEARCH RESULTS

Methodology and sample

In this research the survey was taken on studgnilption. A paper and an online
guestionnaire were formed and it includedg@2@stions of different types: 17 one
choice questions; 1 multiple choice, 8 Likert sgalgking questions. The question-
naire was structured on the basis of previous reBestudies mentioned in the pre-
vious part. Questions were divided into severaligso

1. Socio-demographic characteristics.

2. Experience in online purchasing (questions wereptath according to
Ling, Chai and Piew 2010).

3.  Smartphone and mobile application usage (questi@ns adapted according
adapted according to Laundon and Traver 2007, laopjBailey and Hare
2014, Knezevic et al 2015).

4. Impulsive vs. planned purchasing (questions wergptetl according to
Ling, Chai and Piew 2010).

5. Motivation and issues in mobile purchasing (questiovere adapted according
to Choi et al. 2008, Turban et al. 2012, Chan 204&B, Knezevic et al 2015).

6. Usability and effectiveness of mobile purchasinge@ions were adapded ac-
cording to Thakur and Srivastava 2013, Yadav €2@il6).

However, in this paper we will focus only on questgroups 1, 2 and 3 on
which we will apply the basic descriptive statistimethods in order to compare
relative frequencies on smartphone experience aadeauin Poland, Croatia and
Serbia. The gathered poll consisted of 454 answanedvalidated questionnaires
form Poland, Croatia and Serbia. The structurdnefsample according to demo-
graphic and economic criteria is shown in Tabl€He gender structure of the sam-
ple was in the accordance to the student populatititin faculties of economics
and business in Eastern Europe. On average, there 67,4% of female and
32,16% of male students at the sample and disiwitbloty age is similar in all three
countries. The largest proportion of students (eerage, 82,16%) is old between
20 and 25 years, 11,45% of them have more thare@gsyand only 6,39% are less
than 20 years old. Nonetheless, distribution bydiffers between countries.
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Due to differences in average wages and in ordaxvéid misunderstanding
among currencies, instead of typical question corimes, we decided to ask exam-
inees to evaluate their economic situation on sciatem 1 — very bad to 5very
good. In Table 1 average grades are shown togeititierthe median and modal
values and standard deviations. In Polish casenoeciw situation is evaluated as
good (4). The views of Serbian and Croatian respotsdare summed up with a me-
dian of 3, which can be described as an averagepéon. Respondents are not
negative in general which is also connected widtirthge and student status.

Table 1.Characteristics of the sample
Country of origin

Poland Croatia Serbia Total
Number of respondents 157 163 134 454
Frequency in % 34,6 35,9 29,5

Frequencies in %
Gender Poland Croatia Serbia
Males 39,5 28,8 27,6 32,2
Females 60,5 71,2 72,4 67,8
Total 100 100 100
Frequencies in %
Age Poland Croatia Serbia
less than 20 8,3 0,6 11,2 6,4
20-25 89,8 74,9 82,1 82,2
more than 25 1,9 24,5 6,7 11,4
Total 100 100 100 100
Perception on economic situation (1-very bad, 5-very good)

Statistical values Poland Croatia Serbia Total
Mean 3,6 3,23 3,13 3,33
Median 4 3 3 3
Modal value 4 3 3 3
Standard deviation 0,62 0,76 0,74 0,74

Source: own research.

Discussion of results

Young consumers in Central and Eastern Europeas “hadset generation”

Table 2 illustrates a worldwide omnipresent phenmone which is the increasing
use of smartphones as primary devices. About 95%efespondents are using
smartphone as a primary device. This aspect sHmagnificance of smartphones
in the daily lives of all respondents. The numizenaticeably higher than in the
whole population, so it confirms that Millennialseamuch stronger oriented on
using mobile devices than other segments.

When it comes to the respondents' experience imtghwnes usage (see Fig-
ure 3), the majority has at least two years of depee (more than 24 months).
This group is mostly presented by Polish respordéabout 91%) and to
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a smaller extent by Croatian (84%) and Serbian respondents (78%jvener,
this data show that most of the respondents arerixced smartphone users.

Table 2. Smartphone as primary device
Relative frequencies in %

Yes 95.5 96.9 94.8 95.8
No 3.2 3.1 5.2 3.7
n/a 1.3 0.0 0.0 0.4
Total 100 100 100 100

Source: own research.

100%

m Polandm Croatiam Serbia
80%
60%
40%
20%

less than 12 12-24 months over 24 months | don't use na
months smartphone
Figure 3. Experience in smartphone usage
Source: own research.

50%

® Polandm Croatia® Serbia
40%

30%

20%
B I I I I
% —m

less than 60 60-120 minutes  120-180 over 180 not using apps
minutes minutes minutes

Figure 4. Daily usage of mobile applications
Source: own research.
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Regarding the first research question, all abovatimeed facts bring us to
the conclusion that in all three countries we aalidg with experienced and heav-
ily smartphone-oriented users which confirms Turbaaim that contemporary
young consumers are so called “handset genergflamban et al, 2012, p 279). In
order to adjust to this new generation of consunretailers and marketers should
pay more attention on changes in shopping behayimwoked by extensive use
of smartphones in their everyday life.

Patterns of young customers activities regarding niale applications

First of all, design, availability and applicatiomarket used for application download
hardly depends on operation system used on mahilead In Poland, Croatia and Ser-
bia predominant operation system used on mobilee®in Android (see Figure 5).

IOS ranks number 2 with a much smaller percentage Android. Nonethe-
less, in Croatia number of users of iOS is respelgtihigh comparing to other two
countries (almost 30%). Therefore, peculiaritiethé$ operation system should be
addressed more carefully when designing mobileiegijdns and providing mo-
bile services. Windows appears to be the least apedation system among the
respondents (less than 10%).

100%

m Polandm Croatia m Serbia
80%

60%
40%
20% I
% - I —

Android Windows other system

Figure 5. Operation system
Source: own research.

Figure 6 show that most respondents download ®tapgps a year (65% to
75%). Only a few seem to be downloading more tlaagps a year, which shows
that 50 is the limit. Still, such a wide span (55 is not favourable for a more
precise analysis, which prevents us from drawinth&r conclusions. But, Figure
7 illustrates how many apps are being uninstalledyear. Despite the fact that
Croatian and Polish respondents download 5 to p8 afyear, most of them (about
45%) delete only 5 to 10 of their downloaded apps.

Serbian respondents are equally represented ithre categories. This
brings us to the conclusion that users are actiuplgating their smartphones
during the year by application uninstallation.
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Despite a huge amount of downloaded apps (5 tontdst respondents
appear to use frequently three to ten apps per week

80%

m Poland m Croatia m Serbia
60%
40%
20% I I
% I B = o — —

less than 5 5-50 50-100 more than 100

Figure 6. Apps downloads per year
Source: own research.

50%

m Polandm Croatiam Serbia
40%

30%
20%
10% I
o — N

less than 5 5-10. 10-50 more than 50

Figure 7. Apps uninstall per year
Source: own research.

More than a half of all Polish respondents use 3 apps per week and about
33% of all Croatian and Serbian respondents frettyuese 5 to 10 apps per week (see
Figure 8). These numbers are moderate comparbkd tamber of downloaded apps.

When it comes to choosing types of applicationsiglare a lot of similarities
between the three groups of respondents (see F&jufocial networking plays
an important role especially for Serbian and Pofisspondents. Downloading
apps for entertainment purposes is popular amdraf gie respondents (notably
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Croatian). Serbian and Croatian participants do di®wnload apps that inform
them about the latest news. Business usage iowest in Serbia and highest in
Poland. Probably it results from the fact, whichp@ndents who are students are
not fully active on market and are not employedh&y concentrate on developing
social relations and entertain. What is noticeébtbat Croatian respondents dis-
tinguish from other in the category of finance —athconfirms they interest in
that area. After entertainment and social netwarllofving news is the most
marked answer. So it confirms their interest ineatlund situation.

60%
m Polandm Croatia® Serbia
50%
40%
30%
20%
i | I I I
" i — -
less than 3 5-10. 10-20. 20-50.  more than 50
Figure 8. Number of applications in frequent use per week
Source: own research.
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Figure 9. Types of applications (activities) on smartphones
Source: own research.
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Applications are being used as learning tools dk wmong Polish respond-
ents, applications are most frequently used to kedpuch with professors and
students. Respondents say that they also use amisain information for their
classes. Croatian respondents use apps to staycéh tvith their professors and
other students as well as to get information alsshedules and exanSerbian
respondents use apps as learning tools most frdgoeacquire information about
schedules and exams. They frequently use themritactoprofessors and other
students. Distance learning is not common amonbi&erespondents.

Is culture of freebies present among young consumgin Central
and Eastern Europe?

One of the most interesting cases for businesdbe willingness to pay for apps.
The Figure 10 clearly illustrates that most papticits (80% to 90%) are not willing
to pay for applications. Approximately 15% of atlBh respondents pay some-
times, in Croatia this proportion is 11% while ierBia below 10%. The lack of
willingness to pay for such products as applicaioan certainly be attributed to
the economic standards in a country as well ag$abget online services for free.
This may be far-fetched but there is a positivatieh between the perception of
the economic situation and the willingness to bpgsa Moreover, Figure 11 ex-
presses the willingness to pay for apps in monetahye. Apart from the fact that
Croatian and Serbian respondents are not readyytatmll (over 60 and over 70%
respectively), Polish respondents admit to be mgllio pay between 1 to 5 EUR.

100%

m Poland = Croatia m Serbia

80%
60%
40%
20%
e m . Im

| always pay | often pay | sometimes pay | never pay

Figure 10.Willingness to pay for apps
Source: own research.

On the basis of data shown in Figures 11 and 1@ameonclude that in young
generation we are facing the phenomenon of freehiktsre regarding mobile ap-
plications and mobile commerce and with this cosidn we have answered
the third research question
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80%
m Polandm Croatiam Serbia

60%

40%
20% I I

not ready to pay less than 1 euro 1-5euro  more than 5 euro na

Figure 11.Readiness to pay for apps (in monetary value)
Source: own research.

On the basis of existence of culture of freebiesmgnyoung population, the
challenging question for retailers in near futui# be: “Whether the culture gra-
tuity and freebies move into other sales channélsnithis young generation will
become even more active as consumers?”

Do young consumers use mobile commerce for shoppihg

Figure 12 shows that over 70% of Polish respondami#s80% Serbian respond-
ents do not shop via mobile phone at all. Thisig/\high percentage and it shows
that mobile market is undeveloped in these countiieis in the same time the
sign that there is no significant offer and it sisawat these markets are interest-
ing for new marketers. Croatian respondents fanmmshopping compared to the
other participants. Almost one third shops via nwphone at least once a week
and more than 25% shops at least once a year.chibe explained by taking
into account well developed ticketing servicesahig for mobile devices that are
found extremely well accepted by Croatian custonaexording to Knezevic et
al (2014) who explored online buying behaviour &mand out that tickets for
cinemas, theatres and other events are the masticignt product category pur-
chased online. Another explanation is high adoptioonline and mobile services
by largest domestic owned retail chain, but thig fhould be more explored in
the future. It is worth to add that in Poland matngnsactions starts via
smartphones, but are finished by means of PC d¢opasp(E-commerce w Polsce
dopiero rozkwitnie, 2014). Customers don't wantskare the personal infor-
mation with retailers, they are afraid to takereaficial risk.
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100%
m Polandm Croatiam Serbia
80%

60%

40%
20% I

once aweek  once a month once ayear not shopping na

Figure 12.M-shopping frequency
Source: own research.

4. CONCLUSIONS

Mobile commerce adoption in Central and Easterrogean countries is rapidly
increasing in last decade. This brings new oppdiasnand challenges to busi-
nesses who have to adapt to the new — “handsetajeme of shoppers with a habit
of freebies usage which is the common behaviounobile commerce world.

In this paper, based on primary research conduat®bland, Croatia and
Serbia, we answered four research questions: (lyddog consumers in East-
ern Europe express characteristics of “handsetrgéna”? (2) What is the pat-
tern of their activities regarding mobile applicais? (3) Is culture of freebies
present among young consumers in Eastern Euroge@aDo young consum-
ers use mobile commerce for shopping?

Although in many situations answers for presentagstions are similar, we
may observe some crucial differences, which corsjrthat for each market strat-
egy of communication and offering product and smryihas to adopted to local
conditions and stage of development of telecomnatitic industry. There are
some interesting and noticeable conclusions wHidlulsl be considered by retail-
ers who want to use this channel of communicatigh younger generation. First
of all, research results show that smartphonegagepresent in student population
in three observed countries. Over 95% of studeans smartphone and more than
three quarter has been using it over 2 years.rébigt is consistent for all observed
countries. However, students in Croatia are muchemglling to buy goods and
services using smartphones than their counterpaf®land and Serbia. Our re-
search confirms Turban’s claim that contemporanyngpconsumers are so-called
“handset generation” (Turban et al, 2012, p. 2[fBall three countries we are deal-
ing with customers who are very experienced andilyesmartphone-oriented us-
ers. It has strong managerial implicatierretailers and generally marketers should
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pay more attention on communication through motbéeices, especially in creat-
ing more personalized messages and sales pronuffars.

Our research also indicates that smartphone shgg@havior does not de-
pend only on economic development of the countrycwimas to be proven by
deeper research study in future. A lot of othetdiecshould be taken into consid-
erations such as: e-commerce offer, financial stftecture, customer’s readiness
to buy online, security issues etc. Students haeel tio get things for free on the
Internet and it is not easy to persuade them tofpagpplications. These results
implicate that smartphones are the tool that cdm imarketers to get information
about student population. According to our reseaticlre is probability which
should be a topic of future research, that exigissitive relation between the per-
ception of the economic situation and the willingsé& buy apps.

Another interesting conclusion is, that in all #gn@untries shopping via mo-
bile phones is not popular, except in Croatia dugctess to applications which are
popular among students. But it confirms the needetelop retail sales to online
offer and make it available in easy and safe way.

To sum up, there is a strong need to continue relsdga learn more about
young customers’ attitude and their shopping behavin the nearby future. Most
retailers are preparing or already implementedieajpbns to simplify shopping
online via mobile devices. So the next step issayn more about individual pre-
dispositions of customers in order to prepare nemgeted offer — to make it more
attractive and shorten process of shopping. Inaagthpinion it's necessary to con-
tinue research and create both psychographic erafimobile phone young users,
recognize process of shopping and create new oifyrexisting models of sales.

5.LIMITATIONS

There are some limitations in our research, whigb to be considered in inter-
pretation of results. First of all, our researchsve@nducted among students,
who are only a part of Millennials generations. ¥&m’'t generalize our conclu-

sions to the whole population, however they maletfstudents attitude toward

mobile devices. The sample was not randomly sedemtel this also create some
limitations in generalization of our conclusions.
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Abstract:

This paper analyses the Volkswagen scandal from a KM point of Vilmwse a KM framework
of analysis basing ourselves in the concept of Knowledge failMve describe the VW case of
management and then analyse it from the point of view of KM. &delade that in the VW case
on carbon emissions a massive operation of KM existed, thatsmsigler to be a success, despite
the consequences, and others see as a failure. We discosadfi®ns that allowed it to happen
and how to prevent it in the future. We also discuss the imipliabf the scandal to the societies
it involves and in particularly to the Economies of Central Europe.
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1. INTRODUCTION

If there is a good that represents the affluenieties of the 20th century, it is the
automobile. Cars represented for long social statuseconomic development as
well. Henry Ford coupled with Frederick Taylor tgrify the Second Industrial
Revolution, powered by oil. Limousines and RollsyBels were the features of
business men and leaders. Developed countriesmgate around brands like Ford,
Fiat, Renault, Volkswagen, and British Leyland. Emeergence of Japan was also
defined by the raise of Toyota and Toyotism. Thddsaencapsulated the failure of
the Eastern European countries, and the non-egisteinrautomobile brands in the
underdeveloped world was a basic feature of thaileudevelopment. When India
began to emerge Tata saw the light of the day dnda® economic development
occurred when bicycles replaced automobiles in niemuseholds.

There have always been exceptions. Einstein fargaode a bike, and the
first big warning about the perils of the automehkidustry to the global econ-
omy came with the Meadows Report in 1972 — the enoa system would be
doomed if we continued to rely on oil, and cars avarpart of the problem.
Since the eighties, smaller cars whose consumpétmper 100kms were much
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less like Honda Civic invaded the market, limititige effect of the increase in
the oil prices following 1973 and 1979 crashes.

Finally in the year 2000 evidence was put forwéat tarbon emissions due
to automobiles were badly damaging the environronansing a ozone hole which
might have devastating effects in the world econofigreements were made and
signed by Governments, which created responséslitbr companies and organi-
zations in order to introduce in the automobileuistdy devices that would reduce
those emissions and effectively save the planata#fin those years that Corporate
Social Responsibility coupled with Sustainabilitgchme major world concerns,
some would say paramount facets of the ideologpatitical correctness which
prevailed in the world in the first decade of tHs@century.

In 2015 some encouraging news emerged, first viithdata that showed
a reduction in the ozone hole, and second withsthging of the Paris agree-
ment by 150 countries including the biggest polisitdike the USA, China,
Russia and the European Union.

Another very important transformation that occurimedhe last 50 years was
the emergence of a Knowledge based and serviestbmy. After WWII Human
Resources had become the focus of much investmemtvianced societies so that
Human Capital was seen as the counterpart of fiaboapital and physical capital
to generate private success and social prospBitywith the Third Industrial Rev-
olution Knowledge Management and Intellectual Gdgiecame two major fields
of analysis, along HRM and HRD. The question wasamly anymore - How to
develop competent people? but also, How to marteggetpeople knowledge? and
also How to use those new forms of capital stradlyi?. The various types of mod-
els in fact deal with intangibles, IC being the sohhuman, internal and external
capital, and the explanatory factor of the diffeebetween market value and book
value. All those analysis have dynamic aspectsralatk to technology, people and
processes. Even with the financial crisis of 200#4&8ch may be considered a prod-
uct of knowledge failures these basic ideas anaréieal background were not af-
fected, because indeed, they are very much groundsatiety.

However rather shockingly during 2015 and 2016 wheld economy was
shaken by the surprising revelations concerningctivérol of emissions in fuel
automobiles, starting with the case of Volkswaged eapidly reaching many of
the main European car companies. Suddenly it becdeae that for years one of
the most trusted car companies in the world had lobeating the regulators and
by consequence the costumers and profiting enormous of it.

Analysis have been made on the VW scandal, abdvieoal a newspaper
point of view, searching for conspiracy theoriesl &r “who-did-it” situations,
looking for criminals and discussing potential gestegic implications.

However in the context of a knowledge economy weajust described above,
we strongly believe that the case of Volkswagerukhbe analysed from, a KM
point of view. Following Bratianu 2015 and the arsid of the Space shuttle disas-
ter as a knowledge failure in this paper we anatiiseVW scandal from a KM
point of view, that one being the research question
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For so doing the remaining of paper is divided iingarts. In part one we
present the theoretical background. In part twadescribe both Volkswagen and
the Carbon emissions scandals. In third part wé/aedhe carbon scandal from a
KM point of view. In part four we discus implicatiof the scandal for KM theo-
ries. In part five we analyse the implications loé scandal for the economies it
relates too and in particular to the economieseatral Europe, and in part six we
present the paper’s conclusions, and suggests tidesfurther research.

2. LITERATURE REVIEW

KM is a well-developed area of research. Seminakw/mclude reflections on tacit
and explicit knowledge (Polanyi, 1963), definitiohthe Knowledge cycle and the
associate “Ba” concept of dialogue (Nonaka and Uiakie 1994), definition of
knowledge worker and knowledge company (Drucker64)9 definition of
knowledge city and knowledge region (Edvinson awaifBur, 2004). Other very
important studies relate to knowledge dynamicsi{iia2008; Schiuma, 2011) un-
learning (Moya and Cegarra, 2004) and to the staigeb! history (Edwards, 2011).

Most of the literature focuses on how getting testlfrom scarce resources,
and on how to improve the use of those scarce regsuThere is an urgency to
define best practices and ideal frameworks of actio

More specifically, and regarding the scope of gi@iper KM has been analysed
in relation to the automobile sector. Topics aredysovered product development
(Aoshima, 2002), the technical capabilities (Rayedisha, 2005), knowledge creation
(Pillania, 2008). product performance (Laksman ah@®008), operations manage-
ment (Taylor and Taylor, 2008), transfer of knowjedGentile-Ludecke. and Giroud,
2012) balance scorecards (Hassan, 2012), strakdggré, 2012), action learning
(Strategic Direction, 2013), knowledge sourcing amaise (Filieri, and Alguezaui,
2015), critical success factors (Karami and al520dhnovation and knowledge policy
(Macneil and Hughes, 2016), and green innovati@alMilan and al, 2016),

The analysis related to countries so different asziB (Laksman and al,
2008), Germany (Moore, 2012), India ((Rajadhyak&885, Pillania, 2008), Iran
(Hassan and al, 2012, Karami and al, 2015), It&lefi, and Alguezaui, 2015),
Japan (Aoshima, 2002), Taylor and Taylor, 2008)aRad (Gentile-Lldecke. and
Giroud, 2012), Spain (Strategic Direction, 2013allMilan and al 2016), and the
UK (Moore, 2012, Macneil and Hughes, 2016).

The analysis was essentially concerned with cdstg¥eness and creating
order (Aoshima, 2002, Rajadhyaksha, 2005, Laksnmahah, 2008, Taylor and
Taylor, 2008, Hassan, 2012, Moore, 2012, or Karanai al, 2015) or managing
knowledge by addressing chaos (Pillania, 2008, i&ebhtidecke. and Giroud,
2012, Filieri, and Alguezaui, 2015, Strategic Diren, 2013, Macneil and
Hughes, 2016, and Leal Milan and al, 2016). Allsh@nalysis were centred in
success — how to achieve it and how to replicate it

However in the last years attention began to the tpeailures in the manage-
ment of Knowledge (Sterrey and Barmet 2000). Ttiatheres have been described
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in terms of organizational characteristics that enlem possible (Weber, 2005).
Well known characteristics of Japanese organizatipneviously held to be the
foundations of innovation, change and flexibiliyere found equally be significant
barriers to change, innovation and adaptation iinulent economic environments
(Collinson and Wilson, 2006). More recently, ongedsthighlighted the importance
of anonymity while sharing the experience of faki(Huerta and al, 2012). Fur-
thermore, unexpected accidents are found to bena éd Knowledge failure that
should be prevented (Paltrinieri and al, 2012). Migéd and al, 2012, found that
the degree of stimulation to deliberate learning wportant to learn from failures
in acquisition processes which occurred in the peysr industry. Other study cen-
tred in analysis of possibility of failures andéf$ects by interviewing experts (Lou
and Lee, 2014). Moreover, failures were also casid important in New Product
Development (NPD) (Yu and al, 2014). Finally, Ceg&xrmanovic and al, 2014
analysed failure in Information Systems as a failarrelational processes described
by sociomaterial practices; namefyhe IS project and the implemented system as
objects of assessment are not given and fixedareuyperformed by the agencies of
assessment together with the assessment outcosiescebs and failute

KM has also been linked with corporate social remsility in theoretical
terms by enhancing processes (Preuss, Cordoba-RPab@9), but also regard-
ing countries like Australia (Wailes, and Michels@008) and Vietnam (Hi and
Nguyen, 2016). Lately the theory was revised andwded to include the no-
tions of KM for sustainable development (Siltad}@14) and also green intel-
lectual capital (Chang and Chen, 2014).

Finally KM has been found to be a force of knowkedgvelopment by enhanc-
ing competitive advantage of those regions (Tallarahal, 2004), by creating smart
cities (Angelidou, 2015) and also by generating®edge based coalitions between
regions (Roos, 2014; Schebesch and al, 2014; @abrit Cabrita, 2010).

All those theories and previous analysis provigelthckground to the analy-
sis that will follow about the VW case. Namelystavident from the literature:

1. Knowledge and KM have a decisive impact in orgaiops, nowadays.

2.  Knowledge failures exist and are related to infdrarafailures and processes
which go awfully wrong.

3. KM is a factor of CSR and sustainability.

4. KM is a factor of regional development by the opiera of clusters,
knowledge cities and coalitions.

These four main ideas will base the remaining pfithe paper.

3. THE VOLKSWAGEN CASE AND THE CARBON EMISSIONS

A winning company
Volkswagen company was created in the 1937, aed AfiVIl became one of the

most important car companies in the world and drteemost important compa-
nies in Europe. Volkswagen brand image was rehaigdthe idea of being a “car
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for the people” so basically middle class and wagkclass, by opposition with
some other companies that produced cars that wereas signs of affluence like
Rolls Royce or the American cars. VW was meanetoiiade in western democra-
cies unlike the Ladas from the Eastern block oblparand was meant to be cheap,
reliable and resistant. It also should be attractigually and in the sixties the “Bee-
tle” car was the synonym of that features, giving/\an almost unique status.
Those popular characteristics were responsibléhfofact that VW resisted rather
well to the disturbing events that took place ia #utomobile industry during the
seventies and the eighties and that were consegurtbe rise in oil prices and
the increased competition from Japanese companies.

In the nineties and the first fifteen years of ttestury the branding of VW and
of the automobile industry became increasingly metated with sustainability,
green and social responsibility issues. Cars shHmikhfe, spend the less oil possible,
send to the atmosphere the less carbon emissiand this should continue to be
made with cheap vehicles, even if the living stadsl@and disposable income of the
potential costumer in the last decade has been imgbler than the one of the cos-
tumer in the sixties. An interesting way of anatgsihat change was to compare the
Beetle version of the nineties with the versiortha sixties — more technological,
more aero-dynamic and also more expensive, andegthsocial impact.

In 2015 the automobile industry is an oligopolybimf companies located essen-
tially in Europe, Japan, the USA and India. Thasaanies are have billions of mar-
ket value, are hugely profitable and employ mikiafiworkers. Also those companies
seem to be in fierce competition every year issnigg amazing models that are pro-
moted in fabulous fairs and with highly developad axpensive marketing strategies.

Of course the automobile industry as describedbas the object of papers on
the Knowledge Management field (Pillania, 2008, @eihidecke. and Giroud,
2012, Filieri, and Alguezaui, 2015, Strategic Diiae, 2013, Macneil and Hughes,
2016, and Leal Milan and al, 2016), and also fromcge strategic point of view in
the Intellectual Capital field (Aoshima, 2002, Riijgaksha, 2005, Laksman and al,
2008, Taylor and Taylor, 2008, Hassan, 2012, Md&0#&2, or Karami and al, 2015).

The unexpected scandal

It was in this context of prosperity, which occureven considering the last not so
good years in the European economy, that suddereptember 2015 the world
heard that the German company had for years caratdad fact that the cars were
sending to the atmosphere a much higher amoumhigs@ns than it was declared
and expected (Holten, 2015). The situation had loe¢ected by the United States
Environmental Protection Agency (EPA). Cars mehd#ads during regulatory
testing but emitted up to 40 times more carboreat-world driving. Afterwards if
was found that already in 2011 the European Coniomiskoint Research Centre
new that Volkswagen was emitting more gas tharnas wxpected and a warning
was given in 2013. The company first reaction wasay that only technicalities
were responsible for what happened but then thepaaynacknowledged it had
“screwed up”. Up to 11 million cars could be affstiand most of them had to be
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recalled. In October 2015 and for the first timell years VW had a negative
results in a quarter. Shares dumped. The CEO mdighnd Chancellor Angela
Merkel showed concern about the company urgingparency.

More amazingly even, suddenly in 2016 it becameasmy the other major
companies had also cheated — the Mitsubishi presglepped down in May 2016
(Top Gear 2016) because if was found the compadyblean wrongdoing since
1991. Other similar situations occurred in Suzuid Eenault until now it seems in
a lesser scale. At time of writing (November 20t® expected amount of losses
for VW derived from the scandal is at least of 1dillfons, imposed by the Amer-
ican courts (Atieh, 2016). These are however tiecticosts. To them, one must
add the loss in sales, the damage to reputatiorthenceduction of activity. As a
consequence the company just announced the disrafs3@ 000 workers, in the
next few months (Riley, 2016). Significantly, tialy division, which was crowned
world champion, will cease its operations in Decemdnd will not be competing
in 2017 (Lauraux, 2016). Macro-economically thesisriadds to the owes of the
German economy: even if the current surplus sugsatsee limits admitted by the
EU regulations (Mitchell, 2015), Deutsche Bank pasblems with its earnings
ratio, which are accrued by the Volkswagen scaraatal,led already to a fall in the
share value of around 50 per cent (Bird, 2016).

The scandal was already the topic of academic wbdsed on the fraud itself
(Patra, 2016), or on Corporate governance (Rh@fds).

4. THE VW CASE FROM A POINT OF VIEW OF KM

The VW scandal occurred because technical dedsieexand was concealed. The
technical device was designed and implemented glyears. Consumers and reg-
ulators were misinformed and cheated.

In fact KM occurred, although in a malicious andog@eous way at the
various stages of the:

a) The device was created;

b) The device was implemented;

c) No information was given about the device’s use;

d) Eleven million cars were sold with the device antady new;

e) Reports were made in the suggestion of complianttelaws and promotion
of CSR and Sustainability values which were false;

f)  Profits were made in a false basis;

g) The company made its name and reputation as b#inget and the device
exposed cheating as a basis to that efficiency.

h) Even if it is not completely clear “Who knew whdtif? the company, it all
ended in a massive case of fraud and failure oég@ance.

Therefore, this scandal should be considered aassine operation of in-
formation and knowledge management with highestisafions. We may an-
alyse the scandal according to the various phatd¢seoknowledge cycle or
according to the SECI model.
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d)

The knowledge cycle:

Creation: Knowledge was created when the devicesefasind whenever data
that derived from the consequences of that insi@atiavere generated.
Sharing: VW being a big multinational the wrongalatere profusely dis-
seminated in the world, as also were all the fimarnend economic conse-
guences and the data they also implied.

Stocking: Wrong data about the efficiency of VW atada on the company’s
operations based on the false basis were stockeasinknowledge basis in
the VWs’ headquarters and subsidiaries.

Renewal: each year the dimension of the fraud waisied and not even some
news that the authorities new about what was hapges early as in 2011 made
the alarm bell ring; in fact VW seemed to trust thabody in the political world
wanted to make public that he / she knew what \@ppéning; this fact led to the
“conspiracy theories” according to which issue wased by the Americans in
order to defend the ailing automobile industry fritgrGerman counterparts.
Unlearning: this seems to be the current situatiornvhich because of the
American Court ruling, everyone involved from compavorkers, buyers,
sellers, government agencies, shareholders and sitidleeholders have to
come to their senses and understand that realisyn@awhat it seemed to
be and it is necessary to unlearn the reality bas#tk false date and learn
a harsher but more correct one.

The SECI model:

Socialization — discussions, meetings and bramstohappened between people
who believed they were using, selling and buyingrs performative and clean car.
Externalization — tacit knowledge acquired with mgabasis was made ex-
plicit by the writing of reports of memories.

Combination — reports were made combining sevenag of false data
generated by the devices.

Internalization — ideas read or heard about the feklity created by the de-
vice was incorporated in the discourse and mindsitiions of individuals
who, for more than a decade believed they werengugi non-polluting car
when in fact they weren't.

In a word: the scandal was rooted on KM and sun/ivecause of it. The

device was only implemented to generate misleadifaggmation and to create
wrong or deceptive knowledge.

5. DISCUSSION

There are at least three ways regarding which ¢a@dal is currently debated,
namely as a failure or a success, as a symptoapahtism and as a show of power.
We will analyse those different aspects in sucoessi
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Knowledge failure?

It is easy to agree that the VW scandal was basé@darmation and knowledge
management. But it is not consensual if the VW dehnonstituted a knowledge
failure. There are at least to ways of analysirggdituation, and each one arrives
at a different conclusion.

According to a more justice prone view of the s@ntthe device was indeed
a knowledge failure because it led to mistakesiaritle end caused massive dis-
ruption, whose effects are yet to be seen in tbaility, and that may end up affect-
ing the position of Germany economy in the Europgaion and in the world, caus-
ing massive damage to its people and the theihbeigys, like the Central European
countries. The authors of this paper tend to agittethis version of the facts.

But, while writing the paper, and after presentadgyaft version of it in a Con-
ference, we found out that there is a very diffelmand alternative version of the
crisis. According to this second version, that wi eall, in inverted commas, the
“perverse version” there was no knowledge failuteatsoever, because for more
than a decade the device effectively generatedivegaofits, earnings, wages, div-
idends and jobs, and now we are only witnessimgall seflux when compared with
the big business that was generated by the devicwie than 10 years.

Modern capitalism?

That the situation lasted more than 10 years, @odglobalized information should
draw our attention about how oligopolies work. Eutomobile industry is an oli-
gopoly and for more than 10 years players decidelide their game believing
nobody would find out. The VW scandal and alsost@ndals in other companies
should be studied from the point of view of gameotly and cartels. The economic
theory says cartels put the economy away fromiefficand fair solutions; indeed
it seems that this time the cartel worked to famisumers and the state by gener-
ating wrong information and misleading knowledge.

Also, the scandal not only about one emblematicpaom but about capitalism
in the new age of sustainability and corporateomnsibility and after the fall of the
Berlin Wall in 1991. Karl Marx would be probably ased hearing about the ways
major companies foul the State in order to makétpnoowadays. As usual is seems
that new is old and that the VW scandal is only2hst socially responsible, green,
sustainable and clean face of the lawless capitadlsrx fought in the 19th century.

L eadership and power?

Finally the scandal has clear implications and figations on leadership. The
scandal could only happen because CEOs were mohiefl or if they knew about
the situation, they in fact depended on the enginecreate and implant the de-
vice, and this speaks volumes about who reallytfapower in the companies of
the 21st century (Tomé 2005). This means that entury company owners are
dependent on creators (who in fact are the bestt waduable and less numerous
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knowledge workers) who in fact are the most powerful persons in the new
knowledge economy (Tome, 2012, Tomé and Remenyi, 2017).

6. THE CENTRAL EUROPE CASE

The VW scandal will have major repercussions in Germany.
But second to the home country there is good reasons to believe that the Cen-
tral European countries will be the most affected. Namely:

1. First of all, VW has important factories in many Central European countries
like Poland, Slovakia, Hungary, the Czech Republic and Bosnia-Herzegovina.
The closing of a plant in any of these countries would represent a problem
with probable massive bad consequences.

2. Secondly, in Central European countries consumers are used to by VWs at
comparatively accessible prices, and the scandal will probably use the effect
of rising the prices of the German cars.

3. Thirdly, Central European countries have extremely dense economic ties with
Germany, and Germany is among the first trading partners of those countries.
And the same happens regarding tourism, and foreign investment. Therefore if
the worst case scenario will happen, the VW scandal will have repercussions
in Germany via Deustche Bank, causing if not a recession at least a slowdown
in the German economy. In this case, all the Central European countries will
be affected, and the effect will be worse the more connected the country is with
Germany. Additionally small countries would tend to be more affected than
larger ones because it is easier for Germany to be relatively more important as
a partner is a smaller neighbour like Slovakia than in a large one as Poland.

4. Continuing in the worst case scenario the scandal may have a knock out effect
in the Central Europe because VW represented like no other brand the relia-
bility and availability of the goods and services. The fact that the brand might
be considered corrupt or at least prone to corruption and fraud, would be very
damaging to the image of all the economic space that uses VW as an emblem.

7. CONCLUSIONS

The VW emission scandal was the biggest fraud known to date in the corporate world of
advanced economies. That is lasted so long and that it had ramifications in other concurrent
companies describes as may be no other fact the capitalism of the first decades of the 21st
century. A world in which knowledge and information are the decisive assets, which are
used for profits by corporations even if they postulate obeying and believing in major ideas
like corporate social responsibility and sustainability. The full consequences of the fraud are
yet to be known, but it is well understood that we are dealing with a long string of deceit and
misinformation, which lasted for years, and had enormous consequences, first keeping the
companies going and now with the backlash. There is a debate about the extent of the
knowledge failure and the authors of this paper tend to consider that indeed the deceit was a
failure of correctness that generated a scandal when discovered. Anyway there is a consensus



238 Eduardo Tomé

about the fact that the scandal was about knowledgamation and ultimately knowledge
(mis)management. Finally, as usual in these dasghich corporations or banks act riskly,
the society is the ultimate underwriter (Sveiby,®0and it is in this context that the scandal
can still be a problem for Central European ecoesinithe near future.
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